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A MULTISCALE APPROACH TO THE STATIONARY GINZBURG-LANDAU
EQUATIONS OF SUPERCONDUCTIVITY

CHRISTIAN DODING, BENJAMIN DORICH, AND PATRICK HENNING

ABSTRACT. In this work, we study the numerical approximation of minimizers of the Ginzburg—
Landau free energy, a common model to describe the behavior of superconductors under magnetic
fields. The unknowns are the order parameter, which characterizes the density of superconduct-
ing charge carriers, and the magnetic vector potential, which allows to deduce the magnetic
field that penetrates the superconductor. Physically important and numerically challenging are
especially settings which involve lattices of quantized vortices which can be formed in materials
with a large Ginzburg-Landau parameter . In particular, k introduces a severe mesh resolution
condition for numerical approximations. In order to reduce these computational restrictions,
we investigate a particular discretization which is based on mixed meshes where we apply a
Lagrange finite element approach for the vector potential and a localized orthogonal decompo-
sition (LOD) approach for the order parameter. We justify the proposed method by a rigorous
a-priori error analysis (in L? and H') in which we keep track of the influence of  in the main
error contributions. This allows us to conclude k-dependent resolution conditions for the various
meshes and which only impose moderate practical constraints compared to a conventional finite
element discretization. While our results only provide information on the approximability of
the minimizers, we conclude by further proposing a minimization procedure to illustrate our
theoretical findings by numerical experiments.

1. INTRODUCTION

In most materials the flow of an electric current is countered with an electric resistance which
leads to a loss in energy. Materials with no electrical resistance, usually referred to as supercon-
ductors, are rare in nature, but open up a large variety of possible applications. To consider a
mathematical model for superconductivity, we let Q C R? denote a cuboid which is occupied by
the superconducting material. The superconductivity itself is described by a complex-valued wave
function u: Q — C which is called the order parameter. Though not a physical observable on its
own, we can extract from u the density of the superconducting electron pairs |u|?. This density is
real-valued and can be observed in physical experiments. In fact, the scaling in the corresponding
models enforces 0 < |u|? < 1, where |u(z)|? = 0 implies that the material is not superconducting
(in normal state) in # € Q and |u(z)]? = 1 implies a perfect superconductor, locally in z. In
between, the percentage of superconducting charge carriers might drop to a value between 0 and
1. In these mixed normal-superconducting states, both phases can coexist in a so-called Abrikosov
vortex lattice [1] with |u(z)|? = 0 in the vortex centers. These kinds of configurations can only
occur for so-called type-II superconductors when a sufficiently strong (but not too strong) external
magnetic field H is applied. In fact, in mixed normal-superconducting states, the magnetic field
partially penetrates the superconducting material. In this paper, we focus on exactly these kind
of settings.

Considering such a situation, the relevant order parameter and the unknown internal magnetic
field can be characterized as minimzers of the so-called Ginzburg-Landau (GL) free energy (cf.
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[27, Sec. 3]), which is given by
1 i 1
(1.1) Far(u,A) = 5/ |1Vu + Aul? + 5(1 — |u\2)2 + |curl A — HJ? da.
Q K

Here, H is a given external magnetic field and x € R* is a material parameter, often called the
Ginzburg—Landau parameter. The unknown A denotes the magnetic vector potential, from which
we can obtain the internal magnetic field given by curl A. In fact, besides the density |u|?, the
magnetic field curl A is the second physical quantity of interest. Recalling that we are interested
in vortex states, it is important to note that the size of the parameter x determines the structure
of the vortex lattice [60,61,63,64]. In particular, for small values of x, no vortices will appear,
whereas with increasing k, the number of vortices grows and they become more localized [2, 60].
Thus, the regime of large values of x is the physically most interesting regime accompanied by
many challenges for its numerical approximation. The phenomenon is also closely related to the
appearance of vortices in superfluids [25].

First results on the numerical approximation of minimizers to (1.1) were obtained in the pioneering
works by Du, Gunzburger and Peterson [27,28] who derived H'-error estimates in finite element
(FE) spaces for both the order parameter u and the magnetic vector potential A. Even though
estimates of optimal convergence order could be provided in a (joint) mesh parameter H, the proof
techniques could not take into account the precise role of k and how it affects potential constraints
on the mesh size for © and A respectively. An error analysis for alternative discretizations based
on a covolume method [30] or a finite volume method [29] can be also found in the literature.
However, both works only establish convergence, but no rates in H and &.

First error estimates that are indeed explicit with respect to x and the mesh size H were recently
obtained in [20] for a finite element discretization of (1.1), however, in a simplified setting where
the vector potential A was assumed to be given and the minimization of the energy only involved
w. In this case, the last term in (1.1) can be dropped. In the aforementioned work, it was found
that the mesh size H needs to fulfill a resolution condition of at least H < k! to obtain reliable
approximations. Even more, the error estimates indicated a pre-asymptotic convergence regime,
subject to a second resolution condition that depends on the strength of local convexity of Eqr, in
a neighborhood of a minimizer, i.e., on the smallest eigenvalues of E{; (u). In fact, the numerical
experiments indicated that this resolution condition is not an artifact of the analysis, but FE
spaces with too coarse meshes are not able to capture the correct vortex patterns, which leads to
significant practical constraints.

To overcome these constraints it was suggested in [20] to use a discretization based on Localized
Orthogonal Decomposition (LOD). This idea was later realized in [8] (still in the setting of given
A). The LOD is a numerical homogenization technique designed by Malqvist and Peterseim [55] to
tackle elliptic multiscale problems. In the last decade it was generalized multiple times and applied
to a large variety of different problems, where we exemplary refer to [18,19, 32,36, 42,43, 46, 50,
52-54,59,67] and the reference therein, as well as to the reviews given in [3] and [56]. Applying
the LOD to approximate minimizers of the Ginzburg-Landau energy can be motivated with its
fast convergence under comparably weak regularity assumptions. This is achieved by constructing
an approximation space (the LOD space) that contains problem-specific information, in particular
it is based on x and A. A comprehensive error analysis of the resulting method was given in [8],
revealing that the k-dependent resolution conditions can be indeed relaxed with this strategy and
correct vortex patters could be computed on rather coarse meshes. Furthermore, the locality for
the LOD shape functions was quantified, where it was found that approximate shape functions with
a diameter of order O(log(Hk)H) are sufficient to preserve the overall approximation properties
of the ideal LOD method. However, in the aforementioned work the LOD spaces were computed
in an offline phase and the error analysis was only carried out for the simplified energy under the
assumption that the vector potential A is a-priori known and not part of the minimization process.

Turning to the full problem (1.1), one would naively try and use an LOD approach on both v and A.
However, this is computationally extremely expensive and, as one can see from our error analysis
and numerical experiments, there is typically no need for a fine resolution of the vector potential
A. This motivates one of the main questions of this work: What are suitable, possibly different
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discretizations of the pair (u, A) such that we can achieve high convergence rates under possibly
low regularity assumptions and weak resolution conditions and can we quantify the corresponding
error if different ansatz spaces are used for v and A? The key in the error analysis of [20] was a
detailed a-priori analysis of the continuous and discrete minimizers in order to obtain bounds which
are sharp in their x-scaling. Following this approach, we generalize these techniques and derive
bounds for continuous and discrete minimizers which are explicit in k. Most notably, we show that
the bounds on u in Sobolev norms depend on k whereas the bounds on A up to its second derivative
are independent of k, which resembles the simpler structure of A even in large x-regimes. Denoting
by H and h the spatial mesh size of the discrete spaces for u and A respectively, our error bounds
allow us to extract optimal coupling conditions between H and h depending on the polynomial
degree of the FE space and the parameter k. The main challenge is the intrinsic coupling of u and
A within the energy and the Fréchet derivatives. Here, again it turned out to be crucial to work
with appropriately scaled norms for both quantities in order to derive sharp estimates in k. Also
in the error analysis we need to carefully balance the distribution of regularity and integrability in
our estimates such that no superfluous powers of x enter the final error bounds. Our experiments
then indeed confirm that these bounds are optimal with one minor exception. In our theory, the
H3-norm of A is expected to grow linearly in x which is not visible in the experiments. To us it
remains open whether this is an artifact of the analysis or other examples could support our theory.
We note that we chose €2 as a cuboid to obtain all necessary regularity estimates in a rigorous way
even without assuming a smooth boundary. Furthermore, let us emphasize that our results are
only concerned with the approximability of the exact minimizers by their discrete counterparts, but
not with the analysis of iterative methods for finding such minimizers. To perform our numerical
experiments, we propose a novel minimization algorithm, however proving its convergence is far
beyond the scope of this work.

Finally, let us mention that there has also been a lot of work on the time-dependent Ginzburg—
Landau equation which typically has a gradient flow structure and which is used to describe the
dynamics within a superconductor. Corresponding numerical methods, convergence results and
error estimates can be for example found in [5-7, 14, 15, 22-24, 26, 31, 37, 38, 47-49, 51] and the
references therein. To the best of our knowledge, questions regarding vortex-resolution conditions
depending on k and A have not yet been studied in the time-dependent case. Due to the different
nature of the time-dependent problem, we will not discuss the equation any further here.

The rest of the paper is organized as follows: In Section 2, we introduce the analytical framework
and present several results on a-priori bounds and the regularity of the continuous minimizers.
Furthermore, we discuss the gauge conditions and study the resulting properties of the Fréchet
derivatives. The core findings of our paper are stated in Section 3. Here we present the construction
of LOD spaces in our problem setting together with our corresponding main results. The main
results are proved step by step in the sections after. First, in Section 4, we provide further
analytical findings which are crucial for the later error estimates. An abstract error analysis is then
established in Section 5. Finally, the abstract results are applied in Section 6 to the considered LOD
discretization and we give the corresponding proofs to our main results. Numerical experiments
which illustrate our theoretical findings are shown in Section 7. The regularity theory and technical
computations are postponed to the Appendices A and B.

Notation. For a complex number z € C, we use z* for the complex conjugate of z. In the
whole paper we further denote by L?(Q)) := L?*(Q,C) the Hilbert space of L2-integrable com-
plex functions, but equipped with the real scalar product (u,v)r2 := Re vaw* dx for v,w €
L?(Q). Hence, we interpret the space as a real Hilbert space. Analogously, we equip the space
H(Q) := HY(Q,C), which will be the solution space for the order parameter, with the scalar
product (v,w)rz + (Vv, Vw) 2. This interpretation is crucial so that the Fréchet derivatives of £
are meaningful and exist on H*(2). For any space X, we denote its dual space by X’. Note that
this implies, that the elements of the dual space of H! consist of real-linear functionals, which are
not necessarily complex-linear. For example, if F(v) := (f,v)y2 for some f € L?(2), then it holds
F(av) =aF(v) if @ € R, but in general not if o € C.
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Throughout the paper, we let ¢ > 0 denote an arbitrarily small, but fixed, constant which is
independent of k or mesh parameters.

For the real-valued vector potentials, we use boldface letters and denote L2(€2) := L?(£;R?®) and
H(Q) = H'Y(Q;R3). Note that functions in H'(f) are complex-valued, whereas functions in
H!(Q) are real-valued. Analogously, we transfer the notation to higher order Sobolev spaces, i.e.,
H®(Q) = H*(Q;C) and H*(Q) := H*(Q;R?) for k € Ny. Further, we use the standard spaces
for the weak rotation and divergence, i.e., H(curl) = H(curl, Q) and H(div) = H(div, ), both for
real-valued functions.

Throughout the paper C' denotes a generic constant which is independent of x and the spatial
mesh parameters H and h, but might depend on numerical constants as well as 2, H and . In
particular, we write a < 3 if there is a constant C independent of x, H and h such that o < C 5.

2. ANALYTICAL FRAMEWORK

In the following, recall that Q C R? denotes the computational domain which we assume to be
a rectangular cuboid. For the naturally appearing boundary conditions of minimizers as well as
the gauging process, we additionally introduce the subspace of H*(€2) of functions with vanishing
normal trace as

(2.1) H.(Q) = {BcH(Q)|B-vjpo=0}

Among all order parameters u € H'(Q2) and vector potentials A € H!(Q), we are interested in
finding a pair that minimizes the Ginzburg-Landau free energy in (1.1) with a given external
magnetic field H € H(curl) and a material parameter x € R*. In this setting, we seek (u,A) €
H'(Q) x HY(Q) such that

E‘G,L(’LL7 A) = EGL('U, B)

inf
(v,B)EH(Q)xH(Q)
It is well known that minimizers cannot be unique since the GL energy functional FEqy, is invariant
under certain gauge transformations [27]. To be precise, for any (real-valued) ¢ € H?(Q;R) we
define the corresponding gauge transformation G, : H*(Q) x H'(Q) — H'(Q2) x H}(Q) by

(2.2) Gy(u,A) == (ue™® A + Vo).
It is easily checked that Eqy, is gauge invariant in the sense that
Egr.(u,A) = Eqr.(Gg(u, A)) for all (u,¢,A) € H'(Q) x H*(Q) x H'(Q).

Hence, if (u, A) is a minimizer, then G(u, A) is a minimizer, too. For smooth domains, it can be
shown that any pair (u, A) € H*(2) x HL(Q2) is gauge equivalent to a pair (v,B) € H!(Q) x HY(Q)
where the corresponding vector potential B is divergence-free and has a vanishing normal trace, cf.
[27, Lemma 3.1]. To be precise, let ¢ € H'(Q;R) denote the zero-average solution to the Poisson
problem —A¢ = —div A with inhomogeneous Neumann boundary condition V¢ - v|sq = A - v|gq,
then it holds ¢ € H?(Q;R) (this follows by combining the results of [41, Theorem 3.2.1.3] and
[40, Lemma 3.7 and Theorem 3.9] and by decomposing ¢ accordingly into an affine contribution, a
solution to a homogeneous Poisson problem with inhomogeneous Neumann boundary condition and
a solution to an inhomogeneous Poisson problem with homogeneous Neumann boundary condition).

With this, we have Gy (u, A) € H' () x H] 4, () where
H, 4,(Q)={BecH'(Q) | divB=0 and B-v|gg =0}

As a direct conclusion, we can, without loss of generality, restrict the minimization of Fqr, to
functions in H'(Q) x H} 4,(Q). This corresponds to the Coulomb gauge of the vector potentials.
Furthermore, if we restrict the vector potentials to divergence-free functions then they are only

gauge equivalent to itself. In particular, if (u, A), (v,B) € H(2) x HL ;. (Q), then

n,div
Gy(u,A) = (v,B) = A =B and v=ue" for ¢ € R.
This equivalence is easily seen by the observation that if div A = 0 and div(A + V¢) = divB = 0,

then A¢p = 0 with V¢-v = A -v = 0 on 012, hence, ¢ must be a constant and the gauge transform

reduces to Gg(u, A) = (ue™®, A) on H(Q2) x H] ;,(©). Since minimization over divergence-free
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functions can be cumbersome in practice, the energy can be stabilized by a penalty term that
depends on the divergence of a vector field. We therefore define

1
(2.3) Blu,A) = EGL(u,A)+§/ | div A2 dz
Q

and observe that any minimizer of E must be also a minimizer of Eq;, and, vice versa, any minimizer
of Eqy, is gauge-equivalent to a minimizer of F for which div A = 0 holds. In the following, we
can therefore restrict our analysis to the minimization of the stabilized energy E. The existence
of minimizers was proved by Du et al. [27] and we have the following result.

Theorem 2.1 ([27, Thm. 3.8]). There exists at least one minimizer of the energy (?7), i.e., there
is (u, A) € HY(Q) x HL(Q) such that

(2.4) (u,A) = arg min E(v,B).
(v,B)EH(Q) xHL (Q)

In particular, for any minimizer (u, A) the vector potential A satisfies div A = 0, and thus also
minimizes (1.1).

The result remains valid for external fields H € L2().

As discussed above, the modification of the energy functional from FEqp, to E restricts the gauge
transforms to divergence-free vector fields, which in turn implies that the gauge transforms G4 (u, A)
in (2.2) are only admissible if ¢ is a constant real number. Consequently, we call (u,A) €
H'(Q) x HL(Q) gauge equivalent to (v,B) € H' () x HL(Q) for E, if and only if A = B and

(2.5) v=ue® for some w € [—,7).

Note that w corresponds to k¢ in (2.2).

2.1. Fréchet derivatives and stability bounds. Crucial components of our error analysis are
the derivatives of the energy and corresponding first- and second-order conditions for minimizers.
In the following, we start with summarizing the arising Fréchet derivatives of E, where we refer to
[27, Section 3.3].

Lemma 2.2. Let E denote the energy functional given by (?7?), then E is (infinitely) Fréchet
differentiable where, for any (u, A) € H*(2) x HL(Q), the first partial derivatives

OuE(u,A): H'(Q) =R and OaE(u,A):HL(Q) - R

are respectively given by

OuE(u, A)p = Re/ﬂ(%Vu + Au) - (%Vgp + Ago)* + (Jul® = 1)up* dz,

OAE(u, A)B = /Q lul?A - B+ %Re(iu*Vu B) + curlA - curl B+ divA - divB — H: curl Bdz
for ¢ € HY(Q) and B € HL(Q).

The first order conditions for minimizers (cf. [11]) imply E’(u, A) = 0 if (u, A) fulfils (??). By
splitting E'(u, A) into 9, E(u, A) and 0a E(u, A) we obtain the Ginzburg-Landau equations. For
readability, we highlight this observation in the following lemma.

Lemma 2.3 (Ginzburg-Landau equations). Let (u,A) € HY(Q) x HL(Q) be a minimizer of
problem (?7?). Then, it holds 0,F(u,A) =0 and 0o E(u, A) = 0. By expressing these identities in
variational form, we obtain that (u, A) € H(Q) x HL(Q) solves the Ginzburg-Landau equations

Re/ (iVu—i— Au) - (iV(p—FA(p)* + (Ju? = Dup*dz = 0,
Q
1
/ |ul>A - B + p Re(iv*Vu - B) +curlA - curl B+ divA - divB —H-cwlBdz = 0,
Q

for all o € HY(Q) and B € HL(Q).
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Next, we turn to the second partial Fréchet derivatives of E' which we later require for second order
minimality conditions. The second derivatives of E are given as follows.

Lemma 2.4. Let E be given by (?7). For (u,A) € H'(Q) x HL(Q) we denote the second order
partial Fréchet derivatives by

(2B, A) - g) = (OB A)e): H'(@) 2 R
(OauE(u,A) - ,B) = g(aAE(u,A)B):Hl(Q)—HR,
(uaB(,A) - g) = (DB, A)p) HYQ) B,
(RE(,A) - B) = - (9nE( AJB): HY(©Q) - R

where ¢ € H(Q) and B € HL(Q). For ¢ € HY(Q) and C € HL(Q) the derivatives are given by
(ORE(u, A), ) = Re/ (-Ve+Ap) - (V4 +AY)" + (Jul? — D)™ +u?"s" + [uf’py* de,
Q
(02 E(u, A)B,C) = / |u|>C - B + curl C - curl B 4 div C - div B dz,

(Ou,aE(u, A)B, @) = /2Re(u<p JA-B+ — Re(lu Vo +ip*Vu) - Bdx
Q

and (OuAE(u, A)B, p) = (Oa v E(u, A)p, B).

The proof follows with straightforward calculations.

In order to quantify the k-dependencies in our error estimates, we also require suitable stability
estimates for the minimzers (u, A) of the energy (??). For this, we use the following k-weighted
norms throughout the paper:

260)  llolZy = & 2AVelBa+llolZe  llellEe = w2Vl + el
(2.6b)  [[BI[3: IB[IZ: + [[VBI[Z2 1Bl = |ID*BI[7= + |IB[7:.
Here we formally define the norms that involve derivatives of the (vector-valued) functions B as

3
IVB[7. = E 102, B;[72 and [|D*B|[Z. = 3> [|0s,2,BxllZ.-
ik=1 ij, k=1
Lemma 2.5 (Stability bounds). Let (u, A) € H'(Q) x HL(Q) be a minimizer of problem (77?) in
Theorem 2.1. Then, the following stability bounds hold

il < Tae  [12Valle S lfullze +[Aulle, ullms S 1+ 12, Al S 1+ [H|.

Proof. The pointwise bound [|u||p~ < 1 is shown in [27, Prop. 3.11]. Next, note that
E(0,0) = 5 vol() + 3|[H]|Z:,
and thus for any minimizer it holds
|ewl A —H|[3. +||divA|[F. <1+ |[H|3..
At the same time, basic manipulations give us
| curl Al[Z: < [[cwrl A —H|[7. + ||H||7.

Combining the two estimates yields || curl A||p2 +||div A||p 2 < 1+ ||H]|L2. Using [40, Lemma 3.6]
gives the L? bound, and [40, Theorem 3.9] the H* bound on A.

Further, we obtain with |u| < 1 the estimate
129ullz2 < 12V + iAulle + [|Aullze S 1+ [[Hlz2 + [[Allz2 S 1+ [H]|pe.
It remains to prove the second estimate, which we obtain with Lemma 2.3 as

/ |éVu—|—Au|2 dx = /(1 — Jul?) [u? dz < ||ul|3-.
Q Q

The estimate now follows with |[1Vul[r2 < ||2Vu +iAu|[r2 +|[Au|lr2 < [Jullz2 + [[Aul|2. O
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2.2. Higher order regularity of the minimizers. Next, we will investigate the higher order
regularity of minimizers together with corresponding k-explicit regularity bounds.

Concerning the vector potential A, we can characterize it as the solution U & Hrll,div(ﬂ) to a
problem of the following form

(2.7a) / curlU - curl B dz = / F-B+H-curlBdz, foral BecH(Q),
Q Q

where F € L?(Q;R3) can be read of Lemma 2.3. Problem (??) corresponds to the weak form of
(2.7b) AU =F + curlH, U-vjga =0, curlU xv|sgo = H X v|sq.

For simplicity, we restrict ourselves from now on to homogeneous boundary conditions for the
external magnetic field, i.e., following [27], we assume H € H(curl) with the (well-defined) traces

(288“> HXV‘@Q:O’
(2.8b) curl H - v|pq =0.

The regularity of solutions to problem (?7) is presented in the following theorem. The first part is
a direct consequence of [45, Lemma 3.7]. The proof of the second part is given in Appendix A.

Theorem 2.6. Let U € H. . (Q) be the solution of (??7) with F € L?(;R?).

n,div
(a) If H satisfies (2.6a), then U € H2(Q) with
11Uz SIF||> + || curl H|| 2.

(b) If in addition curl H € H(Q) satisfies (2.6b) and F - v|gq = 0, then U € H3(Q) with
U2 S F(gr 4[| curl HY| .
The hidden constants only depend on the domain Q.

Remark 2.7. (a) If Q is a general polyhedral domain instead of a cube, similar results are available
in Section 4.4 of [16] if the boundary conditions in (?77?) are replaced by U x v = divU = 0 on 9.

(b) Relazing the condition (2.6) is a delicate issue. To do so, we assume divH = 0 and need to
find a smooth vector potential V such that

curlV=H, divV =0, V:.vjgg=0

holds. Then, one can replace A by A—V and one is in the situation of (2.5) with H = 0. However,
the results for convex polyhedral domains [40, Thm. 3.5] only yield some V € HY(Q). To derive the
same reqularity as in Theorem 2.6, we would require higher regularity of V in H2(Q) or H3(),
respectively, but this is beyond the scope of the present paper.

For our proofs, we also require higher order regularity for the order parameter. In order to obtain
it, we will make use of the following auxiliary result which we prove in Appendix A.

Lemma 2.8. Let Q C R? denote a cuboid and let f € H (). If u € HY(Q) solves the Neumann
problem

—Au=f1inQ and Vu-v|ga =0,

then it holds w € H*(Q) with ||ullgs) < lullr2) + |fl a1 ). Furthermore, if f € LP(2) for
some 1 < p < oo, then there exists a constant C, > 0 (depending on Q and p), such that

H“HW“(Q) <Gy (HUHLP(Q) + Hf”Lp(Q))'
Here, | - |lw2» denotes the usual W2P-norm on Q with |[ullwzs == Y [[D%| e ).

lo <2

With Theorem 2.6 and Lemma 2.8, we can conclude the H2-bounds on the vector potential A and
the order parameter w.
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Corollary 2.9. Let (u,A) € H'(Q) x HL(Q) be a minimizer of problem (77).
(a) Then A € H%(Q) with
Az S 1+ [Hl[L2 + || curl H| 2

and constants independent of k. Note that the estimate implies a L°-bound for A. Furthermore,
Vlod <9 o H|e + || curl H| 2

together with the second inequality in Lemma 2.5 this yields Tl
(b) Then u € H%(Q) and Vu - n|sq = 0 with
(2.9) ullmz < (1+ |1H][z2 + || cwrl H[12)*  and |1 Vul|z S 1

and constants independent of k.

Proof. (a) Since A is a minimizer, it holds da E(u, A)B = 0 for all B € HL(Q), and hence by
Lemma 2.2

1
/curlA-curlB—i—diVA-diVde:—/|u|2A-B—|—;Re(iu*Vu-B)—l—H-curlex.
Q Q

Since div A = 0, Theorem 2.6 (a) together with the estimates in Lemma 2.5 yield the desired
regularity and a-priori estimate for A.

(b) We follow the lines of the proof in [20, Theorem 2.2], and only have to establish the H2-bound.
We exploit 9, E(u, A)p = 0 for all ¢ € H'(Q) to obtain that the minimizer u satisfies

(Vu,Vo)r2 = (f, )12, with f=—r?(Jul> = D)u — 2ickAVu — x*|A|?u.
The Sobolev embedding H?(Q) < L>(Q) for A, the estimates in part (a), and Lemma 2.5 imply
11l < #2014 ]2 + || curl HE]|2)2,
which yields x72|ulgz < &7 2(|f]lze + ||ullzz) < (1 + ||H||[z2 + || curl H||z2)? by Lemma 2.8.

~ ~

Combining this with the already established H}- and L?-bound gives the claimed H2-bound. O

In order to prove optimal order convergence rates for our numerical approximations of u and A,
we need to establish H3-regularity for both unknowns including corresponding regularity estimates
that are explicit with respect to x. This is done in the following lemma.

Lemma 2.10. We consider a minimizer (u, A) € H* () x HL(Q) of problem (??) and assume
that curl H € HY(Q).

(a) It holds A € H3(Q2) and the estimate
Az S &
(with a hidden constant independent of k).
(b) It holds u € H3(Q) and u € WP(Q) for any 1 < p < oo with
(2.10) ullgs < K3, ullwzr S Cpr? and l|ullwie < Cpr,

~ ~ ~

where C,, > 0 depends on p and can be different for WYP and W2P.

Proof. (a) We aim to employ Theorem 2.6 and proceed as in Corollary 2.9 by estimating
1
[lul?A + = Re(iu*Vu) + curl H|| g1
K

1 1
S HAHHIJrHVU\ImHAIILw+;HVUH%4+;|IU\|H2+HCUY1HIIH1 S K-

~

The boundary conditions for A and u yield that in the notation of the theorem F - v|5q = 0 holds
and with (2.6b) the statement follows form Theorem 2.6.

(b) Using Lemma 2.5, we only need to bound f from the proof of Corollary 2.9 in the H'-norm.
Here we obtain with the results from Lemma 2.5 and Corollary 2.9 that
e <112 (Jul? = Du — 2ikAVY — &2 A%l | g
< Rl + Kl Al l[Vullps + sl Al L ullz + 62| AlZ el +52)AG S .

~
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Next, we use the second part of Lemma 2.5 with

1fllze < &2+ sl[All=[Vullzs + &2 ||Al T Julle < w7

~

to conclude that for any 1 < p <4 we have
lullwzo S |Ifllpe + [lulle S &2

Next, we consider ||u||y1.s for which we obtain

IVullfs = /vu.w*|vu|6 dz V“'@“:Of/ u div(Vu*|Vul®) dz
Q Q

Holder 6 6 9
S Ml lIVullzs [[ullw=s S [IVullzs &7

~

We conclude ||Vu|| s < k. With this regularity estimate at hand, we can return to f to see that
I fllzs < k2% and hence, with Lemma 2.5, |lu|ly2s < 2. It becomes apparent that the argument
can be repeated recursively to obtain ||Vul/z» < & and |lul|yzr < k% for any 1 < p < oo. For
example, assume that ||Vulr« < & holds for some ¢ > 2, then || f||z« < 2 and consequently

|lullwe.a < k2. With this, we have in turn

IVullzs, = */“diV(VU*WUIQ"’Q) dz < Jullze [ VU772 2a/za-2) [Jullw2.s
Q

IVul 3,762 = [Vl S .

We can repeat with 2q. Note however that the hidden constants in the above estimates can
potentially explode for p — oo and we cannot conclude that the estimates hold for p = co. (]

2q—2
lull o IVl 72 ™ ullnza S

~

2.3. Kernel in the second Fréchet derivative E”. In this section, we want to specify second
order conditions for our minimizers.

Recalling the results of Lemma 2.4, the second Fréchet derivative of F in (u, A) € H*(Q) x HL(Q)
is given by

(E"(u, A)(¢,B), (v, C))
= (02B(u, A)p,¥) + (0u,a E(u, A)C, 9) + (9u,a E(u, A)B,9) + (93 E(u, A)B, C)
= Re/ (inﬁ +AY) - (%Vso +Ap)" + (lu® = 1)yp* + u" " + [u*¢p* da
Q
+/ 2Re(up*)A - C + %Re(iu*V@ +ip*Vu) - Cdz
Q
+/ 2Re(uyy™)A - B+ 1 Re(iu* Vi +iy*Vu) - Bdz
0 K
(2.11) +/ |u[?C - B + curl C - curl B + div C - div B dz
Q

for (¢, B), (v,C) € HY(Q) x HL(Q).

Lemma 2.11. Let (u, A) € HY(Q) x HL(Q) be a minimizer of (7). Then, it holds
(E"(u, A)(iu,0), (¢, C)) =0

for all (¢, C) € HY(Q) x HL(Q). Thus, E"(u, A) is singular and cannot be coercive.

Proof. Using (2.8), we have by linearity that the terms with B = 0 vanish and thus obtain
(E" (u, A)(iu, 0), (1, C))
= (02E(u, A)iu, V) + (9y, A E(u, A)C,iu) + (04,4 E(u, A)0,¥) + (93 E(u, A)0, C)
= (02E(u, A)iu, ¥) + (Oy, A E(u, A)C,iu).
Further, we conclude from Lemma 2.3 and the fact that iw is still a minimizer that we have

(0uE(iu, A), ) = 0. Using Lemmas 2.2 and 2.4, this implies

(02 (u, A)iu, ) = (9 Ein, A), ) + Re / W2 ()" + ol de = 0.
Q
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Since we also have
1
(Ou,aE(u, A)C,iu) = / 2Re(—iu[*)A - C — = Re(—u*Vu +u*Vu) - Cdz = 0,
0 K

the claim follows. O

Lemma 2.11 can be interpreted through smooth curves v(t) in H'(2) x HL(Q). If the curve is
locally (in a neighborhood of ¢ = 0) of the form ~(t) := (ue'*!, A) for fixed a minimizer (u, A) €
H(Q) x HL(Q2) and for some w € R\ {0}, then, due to the gauge invariance of E under complex
phase shifts of u (cf. (2.3)), we have E(~(t)) = const in a neighborhood of ¢ = 0. Together with
~'(0) = w(iu, 0) and Lemma 2.3, we conclude

2 . .
0= 5 E(7(t) =0 = (E"(%(0))(0),7'(0)) + E'(4(0)) 7" (0) = w*(E" (u, A) (i, 0), (iu, 0)).
In other words, (iu, 0) is an eigenfunction of E”(u, A) with eigenvalue 0, which immediately implies
the statement of Lemma 2.11. Furthermore, if all other eigenvalues of E”(u,A) are positive,
then this implies that (iu,0) is the only direction for a curve v(t) with (0) = (u, A) such that

Q%E(V(t) )jt=o = 0. If this is fulfilled, then (u, A) is an isolated minimizer of £ up to the gauge

transformations (2.3), i.e., it is locally quasi-unique.

With these thoughts, we consider the orthogonal complement of (iu, 0) which is given by the space
(iu)t x HL(Q), with (iu)* = {p € HY(Q) | Re/ iu1p* de = 0}
Q

and define “local quasi-uniqueness” of minimizers by assuming that the spectrum of E”(u, A) is
positive on (iu)* x HL(2). This is fixed in Definition 2.12 below. Note that E”(u, A) cannot have
negative eigenvalues since this implies the existence of a direction in which the energy FE is further
reduced, which would contradict the assumption that (u, A) is a minimizer of E. The definition
below summarizes the above discussion and follows [20, Definition 2.4].

Definition 2.12 (Local quasi-uniqueness). Let

((va)v(wvc))L2xL2 = Re/ﬂwib*dx—ﬁ-/gBCdx

We call a minimizer (u, A) € H* () x HL(Q) of (??) locally quasi-unique if E”(u, A) has positive
spectrum on (iu)t x HL(Q), i.e., if (¢;,B;) € HY(Q) x HL(Q) is an eigenfunction with eigenvalue
A;j € R such that

(E"(u, A)(#j,Bj), (¥, C)) = Nj ((¢5,Bj), (¥, C)) 2 2

for all (v, C) € HY(Q) x HL(Q), then A\; >0 for all j € N and \; = 0 if and only if ¢, € span{iu}
and B; = 0.

For the final error estimates we assume that the minimizers are locally quasi-unique in the sense
of the above definition. Whenever we need the assumption it will be explicitly mentioned in the
corresponding result.

Assumption 2.13. The minimizers (u, A) of the Ginzburg—Landau energy (?77) are locally quasi-
unique in the sense of Definition 2.12.
For locally quasi-unique minimizers we have coercivity of E”(u, A) on (iu)* x HL(Q).

Proposition 2.14. Let (u, A) be a minimizer of (?77?) that is locally quasi-unique in the sense of
Definition 2.12. Then the second Fréchet derivative E" (u, A) is coercive on (iu)* x HL(Q), i.e.,
there exists a constant p, a(k) > 0 such that

(E"(u, A)(0,B), (¢, B)) = pu,a(r) (0, B)|[Fr2 xprzs  for all (v, B) € (i)™ x Hy(Q)
where ||(¢,B)||51 g = |l¢]13: + [|B||3:. Furthermore, it holds

[(E"(u, A)(@,B), (¥, C))| < (¢, B)l[mp s (1%, C) Ly
for all (¢, B), (1,C) € HY(Q) x HL(Y) and with a constant independent of k.
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Remark 2.15. To the best of our knowledge the precise dependence of p, a (k) on k could so far
not be resolved in the literature. However, there is quite some effort in the literature to estimate
the smallest eigenvalue \(k) of the magnetic Neumann Laplacian (later defined as aa in (3.2)),
which basically corresponds to the very special case of u = 0. For example in [35, Thm. 8.1.1 &
9.1.1], it is shown that in a bounded and smooth domain asymptotically X\(k) ~ k=1 holds if curl A
does not vanish on Q. By the proof below this would lead to p, a(k) ~ k. In alignment with these
theoretical results, our numerical experiments similarly indicate that py a(K) ~ & with a > 1 on
rectangular domains, cf. [8,20].

Proof of Proposition 2.14. The local quasi-uniqueness (Definition 2.12) guarantees the existence of
the second-smallest eigenvalue Ay > 0 of E”(u, A) such that

N(uaA)(Lf%B)v((po)) 2 )‘2||((P7B)||%2><L2

(
for all (¢,B) € (iu)* x HL(Q). On the other hand, we can use (2.8) together with the identity
Re((up*)? + |ul?|p]?) = 2(Re(up*))? to obtain

(2.12)

(E"(u, A)(¢, B), (4, B)) = / 1Vp + Apl? + (Juf? — 1)|pf? + 2 Re(ug™)? da
+/4Re(u<p*)A~B+%Re(iu*V<p+i<p*Vu) ~Bda:+/ |u|?|B|* + | curl B|* 4 | div B|* d.
Q Q

Since |1 Vp+Ap|? > 31 |Vo|2—|A[2[¢? and | B/ < || divB||p2+ | curl B 2 (cf. [40, Lem. 3.6]
and [40, Thm. 3.9]), we conclude together with the L*-bounds for v and A from Lemma 2.5 and
Corollary 2.9 that

(E" (u, A)(¢,B), (¢, B))
> /Q SIEVeP + (lul® =1 — |AP) o> = 4ful o] |A] B| = 2(|u| [Ve| + |¢] |[Vul)|B| dz

+/ |curl B|? + | divB* dx
Q
Z lelli + Bl —cillelz: — c2l Bz

for constants c1,co > 0. In the last step of the estimate, we also used the Young’s inequal-

ity H%|u| Vol Bl |l < ||i|%Vg0|2HL1 + 4[|ul?)B?||L1, as well as ||[Vullzs < & which yields

121l [Vul Bl [z < 215Vl rallelc2Bllre < 2l5Vulliallelliz + elBlF:. We conclude that
the following Garding inequality holds:

(E"(u, A)(¢,B), (. B)) > C1l|(0,B)l[712 1 — C2ll(, B[ v
Together with (2.9) we obtain for (p,B) € (iu)* x H}(2) the coercivity estimate
(1+ $2)(E"(u, A) (0, B), (9. B)) = Cill(2, B)|[ 772 pr

and py.a(k) = (14 %) C;'. In addition, the continuity estimate for [(E”(u, A)(p, B), (1, C))|
follows from Lemma 4.2 (c) below. O

We have the following direct consequence of Proposition 2.14.

Lemma 2.16. Let (u, A) be a locally quasi-unique minimizer of (??) in the sense of Definition
2.12. Then, for all £ € L?(Q) x L2(Q) C ((iu)* x HL(Q))*, there ewists a unique (z,Z) €
(iu)*+ x HL(Q) which solves

(2.13) (E"(u, A)(2,2), (,C)) = (f,(¥),C))r2xr2,  for all (¢, C) € (iu)" x Hy(Q).

The solution further satisfies

1z, Z)|| e S pu,a(m) [IE]]2xp2-
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3. LOD DISCRETIZATION AND MAIN RESULTS

In this section we introduce the LOD discretization for minimizers of the GL free energy by
adapting the constructions proposed in [8] and [20]. For that, let Ty and 7T, be two shape-regular
and quasi-uniform triangulations of €2 with mesh sizes H and h respectively. The mesh 7y will be
used to approximate the order parameter u and 7} to approximate the vector potential A. In the
first step, let us define the P;-Lagrange finite element space on Ty by

Vi ={ o € CO°(Q;C) | or|x € Pi(K) for all K € Ty }
and the Pg-Lagrange finite element space of degree k = 1,2 on T}, by
(3.1) Vio={B) € COQR?) | Byl € Pu(K)? for all K € Tj, and By, - v = 0 on 09 }.

The usual approximation properties of these Lagrange FE spaces (cf. [9]) together with an Aubin—
Nitsche argument yield the estimates

(3.2a) inf (lle —enllez + kHllo = eullm) < (5H)?|ollzz  and
pHEVH

(3.2b) inf  (||B—Bpllez +hlB ~Bullw) < A*FBllare
rEVE o

for all (o, B) € H2(Q) x H*1(Q) where k =1, 2.

In order to improve the approximation properties of Vi w.r.t. u we enrich the nodal basis functions
using the so-called magnetic Laplacian, which is represented by the bilinear form

i i *
(3.3) aa, (p,) = Re/ﬂ(;Vgp—i—A*ga) : (va—i—A*w) dz
for ¢,¢ € H'(Q) and where A, € H] 4 () N L>(Q) denotes a selected vector potential that is

seen as an arbitrary approximation of the exact (unknown) potential A of some arbitrary minimizer
(u, A) of (?7). A reasonable choice is for example obtained by selecting A, such that divA, =0
and curl A, = H for the given external magnetic field H. Loosely speaking, we want to define the
LOD space as the image of the inverse magnetic Laplacian under V. However, the bilinear form
aIAO*D(-, -) is typically not coercive and possibly singular so that the inverse does not necessarily
exist. However, as proved in [8, Lemma 4.1], we have coercivity on the kernel W = kern wi7™| g1 (q)

of the L?-projection 7EF™ : H1(Q) — Vi which is given by

(3.4) (™Mo, b)) = (@ %H) L2 @) for all Y € Vi
with the standard approximation property
(3.5) lo —miMelle S HIVelr:  forall p € HY(Q).

Note that due to our assumption 7z is quasi-uniform, the L?-projection mif™ is H'-stable [4],
and consequently, its kernel is a closed subspace of H*(£2). The following lemma summarizes the
statement.

Lemma 3.1. For any A, € H] 4 (Q) NL>(Q), there is a constant Cree > 0 that depends on €,

|A.|lL and the shape-reqularity and uniformity constants of Ty such that if H < Ciesk™ 1, then
it holds

aa, (w,w) > %||w||§{é for allw e W,
where, for T5FM : HY(Q) — Vi given by (3.3),
W o= {we HY Q)| 75 w = 0}.

For the proof, we refer to [8, Lemma 4.1].

Exploiting the coercivity on the so-called detail space W, we can introduce the (well-defined)
correction operator C : HY(Q2) — W by

(3.6) aa, (Co,w) = aa, (p,w) for all w € W.
The operator allows us to correct the elements of Vy to obtain the LOD space as
(3.7) VII}OD = (1 — C)VH = {QDH — C(,OH ‘ Y € VH}.
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For practical aspects on the construction of V};°P and additional errors arising from its discrete
approximation we refer to [8] where this is described and analyzed in detail for the Ginzburg-
Landau equation for given A,. Also note that the hidden real parts in (3.5) can be formally
dropped. This is seen by testing with iw in (3.5) to obtain that also the imagery parts of the
integrals are necessarily the same.

The main goal of our paper is to study the approximation properties of the spaces V};°P and Vﬁ,o
defined in (3.6) and (?7?) with respect to minimizers of the Ginzburg-Landau energy. To be precise,
we consider discrete minimizers (ufP®, AJEM) € VEOP x Vi | with

(3.8) E(UIIQOD,AZﬁfM) = min  E(o%P By)

(LPI;;OD,Bh)

LOD k
eVy ><Vh,0

and are concerned with quantifying their distance to some exact minimizer. In particular we want
to show that, besides achieving super convergence with respect to the mesh size H, the k-dependent
smallness condition for H in V5°P is significantly relaxed compared to the analogous condition in
the standard space V. Furthermore, we show that for smooth external magnetic fields H, this is

already achieved if A, is a crude generic approximation of A that can be a priori selected.

We present the corresponding error estimates for the approximations u%P® and AJ5M in the next

subsection. We shall now present our main result, which includes error estimates in the H} x H!-
and the L? x L2-norm, as well as an estimate for the energy error. In order to obtain optimal order
error estimates, both in the LOD space and the quadratic elements for A in V,zl,o, we require the
following regularity assumption.

Assumption 3.2 (Regularity of external magnetic field and vector potential). The external mag-
netic field is assumed to fulfil carl H € H'(Q). With this, Lemma 2.10 guarantees, for any mini-
mizing pair (u, A) € HY(Q) x HL(Q) of (?7?), that A € H3(Q) with ||Allgz <1 and ||Allgs S k.
In the construction of VP we further assume that A, € H} 4. (Q) has a consistent regularity

and stability, i.e., A, € H*(Q) with ||A]lmz) S 1 and [|Almz@) S k-

If the full regularity in Assumption 3.2 is available, the next theorem shows that there is a large
class of admissible ad-hoc choices for A, such that optimal convergence in VP is achieved (i.e.
the same order as for the ideal choice A, = A). However, if there is reduced regularity, the
approximation properties of the LOD space can be reduced (at most by one order). Details are

given in Lemma 6.3 in Section 6 where the precise effect of A, on the error estimates is traced.

Theorem 3.3 (Error estimates for LOD approximations). Let Assumptions 2.13 and 3.2 hold.
We consider an arbitrary discrete minimizer (ufpP®, Aj5M) € VEOP x Vi o of problem (??) for
either k=1 or k=2. If kH < 1, then the error in energy is bounded by

0 < B AEM) — (mir)l E(v,B) < kSHS 4 x2k—2p%
’ v,B)e
H(Q)xHL(Q)

Furthermore, there exists a minimizer (u,A) € H*(Q) x HL(Q) of (??) with u¥°P € (iu)* such
that if (H, h) is sufficiently small with at least

(3.9) (K*H? + h) &% pua(r) S 1

then it holds

(3.10) (= P A = AR e S ROH 4R
and

[(u—ufPP A — A | paxre S kP H* + kFHRF
(3.11) + £ pua(r) (PH? + " ThF) (52 H2 + h) + pua(r)(K3HS + k2 h?F)

All hidden constants in the above estimates are independent of k and (H,h).
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The result is a summary of Conclusion 6.4, Proposition 6.5 and Proposition 6.7 which we prove in
Section 6.

The error estimates in Theorem 3.3 demonstrate convergence of order O(k*H?3 + kF~1h¥) for
the Hl-error. The necessary resolution H for the order parameter u is constrained by » with
at least H < x—17¢/2 puyA(n)*l/Q. In fact, a careful inspection of the arguments in the proof
of Proposition 6.5 shows that [|(u —up’?, A — AJEM)|| g1 e behaves as the best-approximation
error in this regime. The necessary resolution for A in terms of h is only weakly constrained by x.
Though the resolution condition for attaining the best-approximation requires h < 57 py a (£) 71,

the asymptotic convergence rate in h is only mildly (if at all) affected by & (see Remark 3.4 below).

As for the resolution condition (3.7), recall that we expect p, a (k) to behave as k® for some
positive o, which would result in the constraints H < x~1=(+®)/2 and h < k=), However, the
constraint (3.7) can be dropped on the expense on the additional term

(3.12) (K H® + £ '0) (R H? 4 h) K5 pu,a (%)

on the right hand side of (3.8). This shows that reasonable approximations can be already obtained
on coarse meshes, e.g. requiring H < k717/%p, a (k)15 instead of H < k™ 175/2p, a(k)~1/2
(which is needed for a quasi-best-approximation). Hence, we expect that there is only short pre-
asymptotic convergence regime caused by this additional resolution condition.

For the error in energy, we observe that the convergence order of the H!-error is squared. Fur-
thermore, no additional resolution depending on p, a (k) is needed but only the natural minimal
resolution condition H < k1.

Finally, note that the L?-error estimate indicates a stronger resolution condition for the L?-error
w.r.t. H, as far as the optimal rate (kH)* is concerned. Here we require H < k™17 p, a(k)™!
such that the middle term on the right hand side of (3.9) behaves like (kH)*. However, the term
is identical to (3.10), which is exactly the dropped term in the H!-error which originally lead to
the resolution condition (3.7). Hence, we can still expect that L?- and H!'-error become small at
the same time, though the optimal rate for the L?-error might not be visible instantly. In fact, our
experiments as well as previous experiments [8,20] could not find any indications that there is a
stronger influence of p, a (x) on the L?-error than on the H'-error.

Remark 3.4 (k constraint for h). The error estimates in Theorem 3.3 show, for k =2, a conver-
gence rate of kh? for the H}-error and a rate of kh3 for the L*-error. The additional r entered
through the regularity estimate ||Allgs S k. Again, we could not find numerical evidence that this
estimate is sharp, and we rather observe constants which indicate ||Al|lgs < 1. If this is true,
then we could remove the k-dependence in front of h in all our error estimates. However, due to
our computational limitations for studying very large k-values, it is not yet possible to draw any
definite conclusions from our numerical experiments.

We conclude with a comparison to a standard finite element discretization with Vy instead of
VECP, i.e. both spaces of the same dimension but different approximation properties. The proof
of the following result is analogous to the LOD case by exploiting the abstract convergence theory
from Section 5. Recall that for the case k = 2 we again assume curl H € H'(Q).

Theorem 3.5 (Error estimates for FEM approximations). Let Assumption 2.13 hold and let
(ur, An ) € Vi x Vo fulfill for k =1,2:

E(upg,Apk) = ( mi]gl ) E(¢m,Bp).
$H;DPhR
GVHXV§=O

If kH < 1, then the error in energy is bounded by

0 < E(um,Anr) - (mir)l E(v,B) < K2H? 4+ r2F—2p2k,
v,B)e
HY(Q)xH}(Q)

Furthermore, there exists a minimizer (u, A) € H'(Q) x HL(Q) of (??) with ug € (iu)* such that
if (H,h) is sufficiently small with at least

(3.13) (kH4+h) 6°pya(c) S 1

~
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then it holds
l(w—upg, A — Ah,k)HH;le < kH+rkFIRF
and

(v —um, A= Ap k)l L2
S K pualk) (KJQH2 + kFHRF + /@k_lth) + puna(r)(KPH? + K2 h?F).

Comparing the results of Theorem 3.3 and Theorem 3.5 we do not only observe that the LOD ap-
proximations converge much faster in H} (third order in H vs. first order in H), but also that the
necessary resolution condition for small errors is significantly reduced with H < x~1—¢/5 Pu.A(K) —1/5
for LOD approximations vs. H < k7'7¢/2p, a(k)~1/2 for standard P;-Langrange FE approxima-
tions. The difference becomes even more pronounced by noting that in order to obtain a quasi-best
approximation, the LOD approximation requires H < x7'7%/2p, a(k)~/? whereas the standard
P1-FEM requires the stronger condition H < k717¢p, a(x)~!. The resolution conditions in terms
of h for the vector potential are in essence the same for both types of approximations. Finally, we
also note that the L?-error estimate for the FEM approximation has an explicit scaling with py a (k)
in the leading order term, which is absent in the L2-error estimate for the LOD-approximation.

4. ANALYTICAL PREPARATIONS

Before we can start with the error analysis, we require a few more analytical preparations regarding
the regularity of certain auxiliary functions which later appear as solutions to a dual problem in
an Aubin-Nitsche argument. Furthermore, we state an alternative representation of E” (u, A) that
will be useful for the aforementioned duality arguments. In the following, we assume that (u, A)
always denotes a (fixed) minimizer of (??). To keep the notation short, we introduce another
bilinear form that is used for the rest of the paper. B,C € H}(Q) we define

(4.1) b(B,C) = / curl B- curl C + divB divCdz.
Q

Furthermore, we recall from (3.2) the magnetic Laplacian aa, (¢, %) for the vector potential A, €
Hrlhdiv(Q). On it is own, it is not necessarily an elliptic operator, however, if a sufficiently large

L2-contribution is added, e.g. ((JA4|> + 1), )2, then it becomes coercive and bounded with
respect to the H}-norm with constants uniformly bounded in &, see [20, Lemma 2.1]. On the
contrary, the bilinear form in (4.1) is always coercive and bounded with respect to the Hl-norm,
see [40, Theorem 3.9], where the respective norms were defined in (2.4). We start with a lemma
that characterizes the regularity of solutions to problems that involve either the bilinear form
aa, (+,-) or the bilinear form b(-,-).

Lemma 4.1. (a) Let f € L?(Q), then there exists a unique B € HL(Q) N H2(Q) such that
b(B,C) = (f,C)>  for all C € H.(Q)
and it holds
Bl < |Ifll@y)- and  [[Bl[g2 SIE]|L2-
(b) Let A, € HL ;. (Q) NL>®(Q) be such that |AyllL~ S 1, then aa, () + (1 + |AL]?), )2 is

n,div
coercive and continuous w.r.t. the H}-norm with constants independent of k. Furthermore, for

each f € L?(Q) there is a unique z € (iu)* N H?(Q) with
aa(z0) + (L+|A) 2, 0)2 = (fiu)se for all v € (iu)*

and

lzllay SNl and  2llEz S IS]Le-

Proof. (a) Since 2 is a cuboid, the results in [40, Lemma 3.6, Theorem 3.9] are applicable and give
the coercivity of b(-,-) on HL(Q). This yields the unique solvability for any f € L?(Q2) and the
corresponding stability estimate. The H?-estimate follows from Theorem 2.6 for the case H = 0.
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(b) The result follows by similar argument as in [20, Lemma 2.8], where we make use of the estimate

(507 iu)L2

an,(ziu)| S [lellczll2llmllullmy S llellce |l f]] L2
[lullz2

to conclude the H?-regularity. ([l

The next lemma gives an alternative representation of E”(u, A) for minimizers (u, A).

Lemma 4.2. Let (u,A) € H'(Q) x HL(Q) be a minimizer of (?7) with the regularity established
in Corollary 2.9. Then, it holds for all (p,B), (v, C) € H(2) x HL(Q)

(4.2) (E"(u, A) (9, B), (4, C))
= aalp.¥) + (L+]AP)p,¢)12 + b(B,C) + r((¢,B),(v,C))

for some continuous remainder bilinear form r(-,-) with the following properties:
(i) Fory =0:
r((¢.B),(0,C))| < (s°lllmz + IIBllz2) [|Cllze < &7 [|(0, B)lla2 iy [|Cll 2
(ii) For C=0:
r((2,B), (,0)] < (llellez + 1Bl )ll¥llz2 < 110, B)ll 2 xmy
(iii) For arbitrary (¢, C) € HY(Q) x HL(Q) :
r((¢,B), (¥, C)| < (lellz2 + IIB[ ) (I[¥l] 2 + [|Cllar2).-

Y|z

Proof. First, note that by using (2.8), we can identify r(-,) as
r((¢,B), (¥,C)) = —Re/ﬂ(l +|A]?)py* dz + Re/ﬂ(|u|2 — 1) +uP o™ + ulPpyp* da
—I—Re/Q 2(up*)A - C+ %(iu*Vg@ +ip*Vu) - Cdz
+Re/Q 2(u*)A - B + %(iu*vw +1p*Vu) -Bdz + /Q |ul*C - Bdz.
We estimate the individual terms one after another.
(a) With the embedding H?(Q) < L>°(Q) (in 3d) and the H?bound for A we have
[Re [ (AP +1)¢v" dol S llpllalllzo
(b) For the second term, we have readily with |u| < 1 that
Re [ (P = 1)pu" + 20" + fuPov da] 5 llelzallolle
(c¢) Using again the L*°-bounds for u and A, we have
[Re [ 2ug)A - Cdal S llpllal[Clli.
(d) The fourth term can be estimated in two different ways. On the one hand, we have
Re [ Vi Cdal < lelli |l
On the other hand, we can apply integration by parts to obtain with Lemma 2.5

1 1
|ERe/iu*V<p~Cdx\ = |ERe/i(Vu*<p~C+u*<pdivC)dx\ < llellze ||1C e
Q Q
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(e) The next term is also estimated in two ways. First, by using (??) we have
7

1 o 1
|;Re/21¢ Vu-Cdz| < —llelle2 IVullea[ICllze 5 lllzz [|Clla.
€

~

For the alternative estimate, we apply the Holder inequality for a sufficiently small § > 0
with the coefficients p; =2+ 6, ps = 4*(5—25 and ps = 2 to obtain with (2.7)

1 . 1 @7
|- Re / ip"Vu-Cda| S Zllellpaesl|Vullparansl|Cllize S Csllllzavs [1C]lze,
Q

where Cs depends on 0 through |[Vul|pa+20/5 < Cragasy/s k. To estimate (]| 245, we
use the Gagliardo—Nirenberg interpolation estimate [10] which states in our case (by log-
convexity of LP-norms) that

1—
lollzers < el lellfe  fores = 3555

Since [|¢llzz < llollm and [|¢l|zs <
estimates that

1 . .
|;RG/QI<P Vu-Cde| S Csllelln™ (sllellu)™ [IClle = Cs5 5% |lolmz ||Cl| -

%||@|| 2, we conclude by combining the previous

Note that es — 0 for § — 0. We select § such that e5 = ¢ for some fixed e according to
our general notation.

(f) The sixth term is readily estimated with the L> bounds for u and A as
Re [ 200)A - Baa] £ [0llialIAlle~l1Blle S (1622 Bl
(g) Analogous to (d) we obtain the two estimates
Re [ Ve Bde] £ [l [Blles and |2 Re [ 0y Bdal S 10]eBll
(h) We can proceed as for the first estimate in (e). Using (??) we have ||Vul|p+ S & and hence
ke [0 VuBas] £ ~lolles I Vullas Bl 5 [[]22l1BLa
(i) Finally, we also have

|/ Wf?C-Bdz| < [B|12]Cl|ze
Q

By combining the previous estimates we obtain two alternative estimates for r((¢, B), (¢, C)):

(. B), (v, C)| < llellez(lllze + ICllan) + Bl [[¢llz2 + Bl £2[|Cl| 2

and

(. B), (v, C)| < (lellez + IBla)l¥llzz + (5°llellay + [Bllz2) [|CllLe.
Both estimates together prove (i)-(iii). O

Later we will consider auxiliary problems based on the operator E”(u, A). The following proposi-

tion yields H2-regularity estimates for the corresponding solutions.

Proposition 4.3. Let (z,Z) € (iu)* x HL(Q) be the solution of (??) with f = (f*,F2) € L*(Q) x
L2(2). Then (z,Z) € H*(Q) x H3(Q) and

2]l 22 1 2 + pua(s) €]l L2xre,

<
2]l S |[F?|2 + £° pu,a(w) £l 2 cre.

Proof. Using (4.2), we first note that we can rewrite problem (?7) as

a'A(Z7 TP) + ((1 + |A|2)Za ¢)L2 + b(za C) = (f7 (wv (J))L2><L2 - T((Za Z)a (7% C))
With this, we divide the proof in two parts and study the regularity separately.
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(a) Setting C = 0, yields that z € (iu)* solves for all ¢ € (iu)*
aa(z,9) + (1 + Az, ¢)r: = (F,(¥,0)) 12502 — ((2,2), (¢,0)).
We estimate the right-hand side with Lemma 2.16 and Lemma 4.2 by
(£, (¥, 0) 2xrz = 7((2,2), (0, 0) [ < I ezllllze + 11(2 Z)crs [ 2
< (1 22 + pua(B)Ell Laxce) [[0]] e,

ie., (f,(-,0))r2xr2 — 7((2,Z), (-,0)) € L*(Q)*, and hence by Lemma 4.1 (b) we have z € H*(Q)
with

el S 1Y lz2 + pua(R) I1f]l 2 xee.

(b) Setting 1 = 0, then Z € H!(Q) solves
b(Z,C) = (£,(0,C))r2xr2 —7((2,2),(0,C))
for all C € H.(Q). We estimate the right-hand side with Lemma 2.16 and Lemma 4.2 (i) by
|(£,(0,C))r2xrz — 7((2,2), (0,C))| < (I[F?||22 + £ pu,a (k) ]| 2xr2) [|Cll 2
and hence by Lemma 4.1 (a) we have Z € H?(2) and
12|52 S 1IF?[|2 + £° pu,a (k) [[£] L2 xra.

This proves the proposition. O

5. ABSTRACT ERROR ANALYSIS

As a basis for our error analysis in FEM and LOD spaces, we will start with some abstract
convergence results in this section. For this, we consider an arbitrary family of (non-empty) finite-
dimensional spaces

Xy x Xng) C H'(Q) x Hy(Q)

which are parametrized by a small parameter 6 > 0. The notation H(d) and k() is used to indicate
that different mesh sizes could be used for the approximations of order parameter and magnetic
potential. We further assume that functions in H'(2) x H.(2) can be approximated by arbitrary
accuracy in the sense that for each (¢, B) € H'(Q) x HL(Q) it holds

lim inf — ,B -B 1 1 =0.
550 (p11(0) Bcs)) (» PH(S) h(é))HHNxH
EXr(5)XXn(s)

This assumption is fulfilled for all reasonable families of standard approximation spaces, such as
finite element spaces. For brevity, we skip from now on § in the notation and just write H = H(0)
and h = h(J), unless the role of ¢ is explicitly required. With this, we are looking for discrete
minimizers of

5.1 E(ug, Ap) = i E(on,B
(5.1) (um, Ap) on R X (¢m,Bn)

which thus satisty
OuE(um,Ap)on =0, for all oy € Xy,
GAE(uH,Ah) B, =0 for all B, € X,,.

The following lemma provides uniform bounds on the discrete minimizers only using the minimiz-

ing properties. The bounds are in line with the respective bounds obtained for the continuous
minimizers.

Lemma 5.1. Let (ug,Ay) be a minimizer of (77?) in Xy x Xj,. Then it holds
E(um, Ap) S 1, unllay +lluallce S, [[Asllge S1

with hidden constants independent of k and §, but depending on the external field H.
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Proof. Since (0,0) € Xy x Xj, we obtain the bound on the energy. Further, as in [20], we obtain
[lug ||z < 1, and conclude with this

2
lurllzs < /Q(l—IuH\2) do +2l|ugl[f. + 117 < 2B(ug, An) +2|lunl[Z. +[[1]7: < 1.

The H'-bound ||Ap||gr <1+ ||[H|[zz <1 follows as in Lemma 2.5. Next, we use the identity
2E(up,Ap) > ||%V7.LH +iAhuHH%2 = ||%VUHH%2 + ||AhUH||%2 + QRG(%VUH,iAhUH)L%
and bound the inner product via

2Re(+Vum, iApun)re < 2| Vugl| e ||Anllzsllunllzs < 5115 VunllZ: + 2l Anl[Lallum |7,

to conclude || Vug|[r2 < 1. O

This allows us to conclude the following abstract convergence result, which is fully analogous to
[20, Prop. 5.1].
Proposition 5.2. Denote by (ug(s), Ans))s>o a family of minimizers of (??). Then, there erists
an exact minimizer (ug, Ag) € H*(Q) x HL(Q) of problem (??) such that there is a monotonically
decreasing sequence (0p,)nen With
lim ||u0 - uH(én)7AO - Ah(én)HH,IQXHl =0.
n—oo
In particular, we can define the twisted approxzimations to ug by
U (s,) = ei“’"uH((;"), where w, € [~5, 5] is chosen such that m(ug s, ),uo) = 0
which also converge in H, i.e.,

JE{;H(W —Up(s5,), Ao — Ans,))|| 1 xE = 0.

Conversely, for any n, the minimizer ugs,) i an approrimation to €“"uq.

Proof. The proof is along the lines of [12] and [20, Prop. 5.1]. We employ the bounds in Lemma 5.1
and the semi-lower continuity of E, see e.g. [66, Theorem 1.6]. Since we only apply constant
rotations w,,, the magnetic potential is unaffected, and the proof in [20, Prop. 5.1] is applicable. O

In the light of Proposition 5.2 we can assume without loss of generality that the considered discrete
minimizers (ugr, Aj) are such that uy € Xg N (iu)* for a suitable exact minimizer (u, A) to which
we compare it. In such a setting, we derive error bounds for (v — ug, A — Aj) depending on the
best-approximation properties of the space Xy x Xj,.

As a first step towards this result we need to verify that for any v € (iu)* the H!-best-approximation
in Xz N (iu)* behaves as the H!-best-approximation in Xy, i.e., the discrete space without the
orthogonality constraint.

Lemma 5.3. Let (u,A) € HY(Q) x HL(Q) be a minimizer of (??) and let 7y : HY(Q) — Xg
denote the L2-projection on Xg. If mgu # 0, then we have for any ¢ € (iu)*
7 awll 1

(5.2) L le—enllay < lle—7muela: + mro—f—raas le — a@lLe

In particular, if Xp is such that the L?-projection is H}-stable, ing( v —mgullpe S cH||u| g1,
wHEXH "
and H < k=1, then we have

5.3 inf — < inf — ]
(5.3) oA 1% <PH||H;N¢H€XH o — eulla

Proof. Let P3; : (iu)™ — Xy N(iu)* denote the orthogonal projection with respect to the H!-inner
product, i.e. (¢, %) g1 = (¢,¥) 12 + 2 (Ve, Vip)r2. We have

~-Pj = inf - :
le = Pr (o)l @Heme(mVH(p el
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In order to get a quasi-best approximation on the full space Xy with estimates (5.1) and (??), we
exploit that ¢, u € (iu)* and proceed analogously as in [20, Lemma 5.11] to get
1 —p,i .
le = Prgllmy < o — e+ TRty () 1y

Estimate (5.1) follows straightforwardly with (7 (iu),iu)r2 = |Jul|2. + (7g(iu) — iu,iu) 2 and by
noting that mgu # 0 implies ||u — mgul|r2 < |Ju||g2. For mgu = 0, we trivially have the estimate
llo — PﬁSDHH; < |l — Tl ar - Next, note that the second estimate in Lemma 2.5 together with
|AllL~ S [|Allg> S 1 from Corollary 2.9 imply [|u||g: < [|ullz2. Hence, if my is H\-stable, i.e.,
Il S lellmy, then we get

Hﬂ'HUHHé ”’U’HH}” (1 _ lu—mHule )_1
lullpz=llu=mrull 2 ~ llullp2=llu=7rullpz ~ llull 2

Further, we conclude [|u — mgulle $ kH||ul|g: S wH|ul|L2, and thus by the resolution condition
kH < 1, the desired estimate (?77) follows. O

Next, we define a simultaneous projection for the order parameter and the vector potential based
on the inner product (E”(u, A)-,-) on (iu)* x HL(€).

Definition 5.4 (E”(u, A)-Ritz-projection). Let (u, A) € H(Q) x HL(Q) be a minimizer of (?7)
and suppose that Assumption 2.13 holds. We define the Ritz-projection
Ry = Ry, Rp) @ ()t xHE(Q) - (Xg N (iu)h) x X,
for (9,B) € (iu)* x Hy(Q) by
(B" (u, A) R (¢, B), (¥rr, Cn)) = (E" (u, A) (¢, B), (¥rr, Cn))
for all (Y, Cr) € (Xg N (iu)t) x Xy, The projection Ry, is well-defined by Proposition 2.14.

To work with Ry j,, we need to show that Ry (i, B) is a quasi-best-approximation in H' () x
H!(Q). We have the following result.

Lemma 5.5 (Approximation properties of Ry ). Suppose we are in the setting of Definition 5.4
and let the assumptions of Lemma 5.3 hold. Then, we have for arbitrary (o, B) € (iu)t x HL(Q)

(¢, B) = Riz (0, B) || e

< inf —¢oy,B—B + inf z—zy, L —7Z ,
~ (4PH7Bh)€XHXXh||(<p wH h)”HéXHl (ZH:Zh)EXHXXhH( " h)”HiXHl

where (z,Z) € (iu)* x HL(Q) solves
<E//(u7 A)(Z7 Z)v (% C)> - ((‘pv B)_RH,iL(QO) B)’ (7% C))L2xL2
for all (1, C) € (iu)* x HL().

Proof. To shorten the notation, we write (e, eB) := (¢, B) — Ru (¢, B). In the proof of Propo-
sition 2.14, we verified the Garding inequality

(E"(u,A)(ep.eB): (eg,eB)) = Cill(ep, em)llE e — Call(ey. eB)|[72 2

for some k-independent constants C;,Cs > 0. Following the “Schatz argument” [62], we let
(2,Z) € (iu)* x HL(Q) denote the unique solution to

<E//(ua A)(Zv Z)v (7/)’ C)> = ((etpa eB)a (¢a C))LZXL23 for all (1/)7 C) € (lu)l X H%l(Q)
Then, we have by linear combination
l(eg eB)llfnwm S (E"(u,A)((ep,eB) + (2,2)), (e, eB))-

Exploiting the symmetry of (E”(u,A)-,-) and the Galerkin-orthogonality for Ry j, we further
obtain for arbitrary (¢g,Bp), (25, 2Zn) € (Xg N (iu)*) x X;, that

l(ep eB)[Frxm S (E"(u, A)((ep,eB) + (2,Z)), (¢, eB))
= (E"(u,A)(ep, eB), (¢ — ¢, B—By)) + (E"(u,A)(ep, eB), (2 — zu, Z — Zy,)).

The continuity of E”(u,A) in Proposition 2.14 together with estimate (??) in Lemma 5.3 finish
the proof. O
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With the approximation properties of the Ritz-projection Ry, = (Rg, Rp) at hand, we split the
error as

(5.4) |

(u—um, A~ Ap)|l g2 e
< [[(u—=Rpu, A = RpA)[|gixm + [[(ur — Ruu, Ap — RpA)|| g1 <,

where it remains to provide an abstract estimate for the defect, i.e., the second term. To study
the defect, we exploit the coercivity of E”(u, A) and consider the term

(5.5) U(wH,Ch) = <E”(U,A)(U,H —RHU,, Ah —RhA),(¢H,Ch)>
for (¥, Cp) € (Xg N (iu)t) x X;. By Galerkin orthogonality, we can write
o, Crn) = (E"(u,A)(u—ung,A—Ay),(Wu,Cp))

which yields the following estimate.

Lemma 5.6. Let (u,A) € H(Q) x HL(Q) be a minimizer of (??) and (g, Cr) be defined as
n (5.3). It holds

(56) lotwn Ol S (lu—unlda+ = wnld, + 1A - Auld:) 1@, Cll .

The proof is technical and given in Appendix B.
As a direct conclusion from Lemma 5.5 and Lemma 5.6, we have the following theorem.

Theorem 5.7. Let (u, A) € HY(Q) x HL(Q) be a minimizer of (??) that is locally quasi-unique
in the sense of Definition 2.12 and let (ug,Ay) € Xy x Xy, be a (discrete) minimizer of (7).
Under the assumptions on Xy in Lemma 5.3, it holds

[(vw—um, A= Ap)|l g m
S it N A Bl + ez 2 Bl
61+ pual) (lu—unle + lu—unldy + 14— Anl)
where (z,Z) € (iu)+ x HL(Q) solves
(5.8) (E"(u, A)(2,2),(1,C)) = ((u, A)=Run(u,A), (¢, C)raxre
for all (1, C) € (iu)* x HL(Q).

Proof. We consider the error splitting (5.2), where the first term is estimated by Lemma 5.5. For
the second term, we have with the coercivity of E”(u, A) and the definition of o in (5.3)

pu,A(ﬁ)_l ||(UH —Rpu, Ay — RhA.)H%_IéXHl
< (E"(u,A)(ug — Rpu, A, — RpA), (ug — Ryu, Ay, — RpA))

~

= O'(UH — RHU,A}L — RhA).

Lemma 5.6 finishes the proof. O

Even though Theorem 5.7 looks promising on its own, it only gets meaningful when used in
combination with Proposition 5.2. The reason is that (u, A) and (ug, Aj) might not be unique
(even aside from gauge transformations). Hence, the higher order remainder term ||u — ug||3s +
|lu—um|l3 + [|A — Al is not necessarily small. However, Proposition 5.2 guarantees that
for each discrete minimizer (upg, Ap) there is a corresponding exact minimizer (u, A), such that
[(u—um, A — Ap)||a1 xr becomes arbitrarily small for (H(6),h(d)) — 0. Hence, we can absorb
the higher order term on the right-hand side of (5.5) into the left-hand side. With this, we obtain
the following conclusion.
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Conclusion 5.8. Let Assumption 2.13 hold and let (ugy, Ap) € Xy x X}, be a discrete minimizer
of (?7), where Xy has the properties as in Lemma 5.3 .

Then, for all sufficiently small (H(6),h(5)), there exists a minimizer (u, A) € HY(Q) x HL(Q) of
(??) such that ug € (iu)* and

(v —vum, A — Ap)llg2 e

S inf u-= A-B + inf PR A /
~ (‘/’HvBh)EXHXXhH( o h)||H;><H1 (ZH»Zh)EXHXXhH( " h)HHiXHI

with constants independent of k and (H,h) and where (z,Z) € (iu)* x HL(Q) denotes the solution
to (5.6).

We finish the section on abstract error estimates with an estimate for the error in energy.

Theorem 5.9. Let (u,A) € HY(Q) x HL(Q) be an arbitrary minimizer of (??) and (ug, An) €
Xu x Xy, an arbitrary discrete minimizer of (??). Then, the error in the energy is bounded by
E(UH, Ah) — .E(’U,7 A)

< inf ( —om A —By)|2 - N — o2 - 4)
S oot (A= Bl + = omloslu— onl3e +lu— el

with constants independent of k and (H,h). Note here that E(u,A) < E(ug, Ap,).

The result essentially compares the exact minimal energy level with the minimal energy level in the
discrete space Xg X Xp,. Hence, the estimate requires that (g, Ap) converges to (u, A).

Proof. The proof follows similar arguments as in [20, Lemma 5.9], but in contrast to the reference,
we do not exploit the previously established error estimate for |[(u — up, A — Ap)||g1xpr. Let
(¢, Br) € X x Xy, be arbitrary. Then by the fact that (ug,Ap) € Xy x Xj, is a discrete
minimizer, we have F(ug, Ap) < E(py,By) and therefore it is sufficient to estimate E(pgy, Bp) —
E(u, A) to prove the result. With the notation

N(u,A) = %/ (11— \u|2)2 + |curl A — H|? — | curl A|? dz,
Q

we can write the energy as
E(u,A) = Saa(u,u) + 3b(A, A) + N(u, A).
With this, we expand the energy error as

E(¢n,Bi) — E(u,A)
= 3aa,(pm,em)+ 56(Bn,Br) + N(pu, Br) — 3aa(u,u) — 5b(A, A) — N(u, A)
= saa(em, o) + 56(Bn, Br) — 3aa(u,u) — $0(A, A)

=:1;
+ 3aa,(en,on) — 5aa(en, eu) + N(pa,Br) —N(u,A).
=:1s =:I3
We now treat these terms separately.
(a) With Lemma 2.2 we write
I = %aA(ufng,ufgoH)+%b(A7Bh,A7Bh)faA(u,ufgoH)fb(A,Ath)
E' (u,A)=0 .
(u ) taa(u— o, u—g)+ 1b(A—By, A—By) + Re/ (Ju* = Du(u — og)* dz
Q

+Re/ [ul’A - (A—=Bj)+ L(u'Vu- (A-By)) —H-curl(A — By)dz.
Q
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(b) Concerning I, we compute
I, = Laa,(om, on) — saalen, on)

= %/Q\iWPHJFBh@H\Q*|iV<PH+A90H|2dx

~ Re /Q 1V - By — A)gl + 3Bal [onl® — LAP [pnl? de.

(c) We now turn to I3. In the proof of [20, Lemma 5.9] it was shown that for ey = u — g

(1= leul®)” = (1= uf)® = 4(1 = [u®) Re(u(u — pu)*) + hot(en),

with h.o.t (ey) = 2(Ju|?> — 1)len|* + (Je|* — Re(u(em)*))? being a higher order term. With this
we obtain

I; = %/Q%(lf|¢H|2)27%(17|u|2)2+2Hocur1(Ath)dx

= / (1 — |ul*) Re(u(u — ¢g)*) + H-curl(A — By,) dx + / h.o.t (ey)da.
Q Q

We are ready to sum up Iy, Is and I3. By noting that
31Bullenl® — 5|APlonl” + [AP[ul* — (B - A)lul?
= 3(BuP —[AP)(eul* — [ul*) + 51Bi — Af[ul?
we obtain

E(eu,Br) — E(u,A) = Laa(u—om,u—ou)+ ib(A—By, A—By)

+3 /Q(IBhI2 — |AP)(enl® —[ul*) + [Bn — AP’[ul* dz

+Re/ L((w* = 3)Vu+ ¢ (Vu—Vep)) - (A —Bp)dz + / h.o.t (ey) dz
2 Q

S lu—wulE + 1By — AllFn + 1A = Ballol[|A] + Bnll o llu — wall 2 l|ul + | a|l| s
A = Bl palls Vull pallu = orlle + 15V (w = ou)l 2 [0a LA = Ba L4
Hllu = eull7e + lu - eull7s

S lu—eulf + 1By — Allfn + llewlisllu — erllz: + v — prll7

S e —emlh +1Ba — Al + (lu = emllee + lullee)® lu — erlz + lu— erlls

S llu—eulin +1Br — Allin + [lu = eullsllu = oulZ: + lu = eulLa-

6. ERROR ANALYSIS IN THE LOD SPACE

We are prepared now for the error analysis in the LOD space and for proving the main results
stated in Section 3. For that, we shall apply the results from Section 5 with the choice (X, Xp) =
(V°P, V7§ ). In the first step, we need an auxiliary result, which is an inverse inequality in V}°P.
The proof is given in Appendix B.

Lemma 6.1 (Inverse inequality in V5°P). Assume H < k™1, then it holds

IVeirPllee S FlleiPlliee for all 9™ € VEOP.

An important assumption in the abstract error analysis was the H !-stability of the L2-projection
onto the discrete space which is now set to be the LOD space. Using the above inverse inequality,
the following result can be established which verifies that the assumptions in Lemma 5.3 are indeed
fulfilled.
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Lemma 6.2 (H}!-stability of the L2-projection on VEOP). Assume that H < k=1 and let 74°P :
H(Q) — VEOP denote the L2-projection. It holds

75 0l < Nl for all o € H' ().

~

Furthermore, it holds

||U _ 7_rLOD

ulle S RH |ullm;

Proof. Consider (1 — C)miFMp € VEOP | then the H}l-stability of C and 75FM (on quasi-uniform
meshes) imply that

(6.1) 1A= O™ el < Nl
Furthermore, as (1 — C)7f™p — ¢ € W, we also have
(6.2) 11 =C)rgr™e =@l = (1 —75™) (1= CO)r™ e — @) l2 S w Hlolluz-

We obtain with the inverse inequality from Lemma 6.1

Il < lle—( —C) i el + 11— )WIF{EMSO mi el + el
S lelm + 7710 = O e — 7i¢| 12
S lolleg + mll( —C)mir e - <P||L2 + g llmie — el
2 FEM €2)
< el + 771 =g e —¢lle < el
The second estimate readily follows with (6.2) for ¢ = u. O

Next, we quantify the best-approximation error in the LOD space.

Lemma 6.3. (a) Let (u,A) € H*(Q)xHL(Q) denote an arbitrary minimizer of (7?). If H < k=t
then it holds

(6.3) inf flu— il

srovevgoD
< (/<;H)‘3 + kH mf H(éVqu (Ay+A)u) - (Ax— A) — gL
PHEVH
(b) If Ay fulfills |Axl|Le + || Axllwrs S 1, then the estimate can be further bounded as
lu =il < (RH)?* (KH) + | Ax = Allg) -

~

)

inf
£LOD /LoD
(¢) Finally, if Ay admits the same reqularity k-dependent stability bounds as A, i.e., ||[As|lgz S1
and |Ay| gz < K, then optimal order convergence is obtained with
(6.4) inf lu—¢ilm S (kH)?

~
SDL}}OD eVII;OD

Before proving the result, we note that estimate (6.3) only exploits H?2-regularity of u, whereas
the refined estimate exploits both the H3-regularity of « and A, unless A, = A. Recalling that
H3-regularity can only be guaranteed on box-shaped domains, we see that (6.4) might not hold on
general domains, unless the distance between A, and A is sufficiently small. Hence, to keep the
second error contribution in (6.3) small, we practically want to select A, such that ||[A — A, ||z is
small.

Proof of Lemma 6.3. (a) We consider the function 4fPP := (1 — C)n§f™(u) € V5P for which we

have 4%PP —u € W. Since the error is an element of the detail space, we can apply Lemma 3.1
and obtain
N N N 3.5 N
Yu—af I3 < aa(u— PP u—ai®) 2 aa, (wu—af")

= aa(u,u—5°°) + (aa, —aa)(u,u —a%PP)

= (0= uP)u,u— a2 + (3 Vu, (A = A) (u— @57)) 2
+((As = A)u, 1V (u = i) 2 + (AL = [AP)u, u — @)
(1= [ul + AL = AP, w = i) 2 + (2Vu- (As = A), (u—i50°)) L2,
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where we used in the last step that div A, = div A = 0. By defining for brevity
fo=(EVu+u(A,+A))- (A, —A),

we conclude with the properties of the L?-projection 75™ that

Lu - a0 %,
< (A=Y ) + (L= TP L (1= 7 @)
(3.4)
S RH (10 == [Py e + 10 = 75 fullze ) o= @507 .

Exploiting the H 2—regularity of u and the corresponding x-dependent stability bounds yields (1 —
lul*)u € H*() with [(1 — |u|*)u|g2(q) S °. Consequently, we have
lu—aiPlm < wH ((RH)? + |1 = 75™) fill22) -
This yields the first estimate (6.3).
(b) & (c) For the refined estimates we use ||(1 — 75F™) fillr2 S H | fo| g and [|(1 — 75M) full 2 S

H?|f.| 2 respectively, where it remains to bound f, = 1Vu- (A, — A) +u(A, + A)- (A, — A)
in the H'- and H?-semi-norms. For brev1ty, we use the notation

’U|2 Z |6a1}|2
aeNg
|la|=m

to denote the pointwise norm of all m’th partial derivatives of some given function v € H™(Q).
With this, we obtain for £ = 1,2 that

14
[EVu- (A= A)lge £ £ NPT u[DEI (AL — A)| |2
=0

and
(A +A) - (A = A)lge < DD D |DUD (A, + A)|[DY(A, — A2
i=0 j=0

For £ =1 we use [|[Ay||p~ + ||Asllwrs S 1 to get

IVhle S s l(As — A)llze + - [ Vull = [V (A, — A)lze
IVl A+ Al AL~ Allze + s V(A + Al As — Al
o~ (A + A) 1~ V(A — A2
S slAL - Al
and thus [[u — 4P| S (KH)? (kH) + ||A — Al ).

~

For £ = 2 we use the estimates ||A| g2 <1 and ||Al| gz < k to see that

2
[EVu- (A= A)lmz S 2D IIDYu| DI (A, = A)[ |2
=0
L (lullwral Ay = Allwza + lullw2a[Ax = Allwrs + lullgs | Ax — All =)
A, — Al + 6| Ay — Al + &2 Ay — Allze < K

~

<
~Y
<
~Y
In a similar fashion, we also have

2
Ay +A) - (A= A)lgz < DD D ul[DEIN (A, + A)IDD(A, = Al S K
i=0 j=0

We conclude | f.|g2 < w2, This proves (6.4). O

With the previous lemma, we can directly quantify the error in energy.
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Conclusion 6.4. Assume that A, admit the same regularity and k-dependent stability bounds
as A and that kH < 1. Let (u,A) € HY(Q) x HL(Q) be an arbitrary minimizer of (7?) and
(ufPP, AFEM) € VEOP x Vi o a discrete minimizer fulfilling (7?) for k =1,2. Then, it holds

E( LOD AFEM) E(’LL, A) 5 (KH)G + H2k72h2k
with constants independent of k and (H,h).

Proof. We employ Theorem 5.9 and use Lemma 6.3 as well as (3.1) to bound the first term. Thus,
it remains to bound the remaining terms in LP. Since the L2-projection miFM is LP-stable on
quasi-uniform meshes for any p € [1, 00| (cf. [17,21]), i.e

FEM

ellice S llglle  forall p € LP(92),

175

we also have the best-approximation property in LP. Together with the standard approximation
results for finite elements (cf. [9, Sec. 4.4]), this yields

(6.5) e = 7™M ollee S (WH) @llme  for all p € LP(Q) N H' (%),
where ¢ = 1,2. For the trial function (1 — C)7§f™u € V}OP this implies for any p € (2, 6]
lu— (1 =Cmyg™ulle < flu—mg ™ ullLe + [1(L— 7™ )Crpr™ | Lo

(6:5)

< (kH)|lull gz + s H[Cri™ull s

< GH)ullgz + sH | — (1= C)rull gy + s HIN(1 = 757 Yl
(6:4)

S (5H)?+(sH)' < (H)?,

~

(o2}
N

where the penultimate step also exploited the H}-stability of 75FM. Using these estimates for
=2, p=4, and p = 6 gives the claim. O

We now turn to the error estimates for the discrete minimizers. The estimates in Lemma 6.3
are sufficient to control the first term in Conclusion 5.8. However, for an H'-error estimate we
also need to study the approximation properties of the LOD space with respect to the solution
(2,Z) € (iu)* x HL(Q) to the auxiliary problem (5.6). This will be the main task in the proof to
establish the following main result.

Proposition 6.5. Let Assumption 2.13 hold and let A, admit the same regularity and k-dependent
stability bounds as A. If (u,A) € HY(Q) x HL(Q) is a minimizer of (??) and if the mesh size
(H, h) is sufficiently small, in particular such that

(6.6) ((kH)? +h) K% pua(s) S 1
then it holds
[(u, A) = Ry p(u, A s S inf (u — 05", A = By 2 cm

(p5OP B)eVEOPxVE |
for the E" (u, A)-Ritz-projection Ry, in Definition 5.4.
Conversely, if (ufpP®, AyRM) € VEOP x VZ,O is a discrete minimizer fulfilling (??) for k = 1,2,

then, for all suﬁ'iczently small mesh sizes (H,h) consistent with (6.6), there exists a minimizer
(u, A) € HY(Q) x HL(Q) of (??) such that utPP € (iu)* fulfills

”(u _ uLOD A — AFEM)HHlel < K3H3 + I{k_lhk.

~

Proof. By the definition of (z,Z) € (iu)* x HL(Q), Lemma 2.16 directly yields

(6.7) 1z D)|[arxmr S pua(s)|[(u—Ruu, A= RpA)||2xpe.
Furthermore, we recall from Proposition 4.3 that
(6.8) ,%E||z\|Hg +11Z]lgz: < K°pua(k)||(u—Ryu, A —RpA)||L2xre-

Next, we test in the equation for (z,Z), i.e. in (5.6), with a test function (3,0) € (iu)*+ x HL(€Q).
Using furthermore the representation of E”(u, A) in Lemma 4.2 we obtain that (z,Z) fulfills

aa(z,¥) + ((|u|2—1)z+2Re(uz*)u,z/})Lz + g((z7Z),(¢7O)) = (u—Rpgu,v)r:
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where g is given by

9((2,2), (¥,0)) = Re/ 2u(A-Z) Y + L (VY +¢*Vu) - Zdx
Q
Zmlga=0 Re/ 2u(A - Z) " + 24 (Vu - Z)* + Lu divZy* da.
Q
By defining
g« = —(lul’-1)z —2Re(uz")u—2u(A-Z) —24(Vu-Z)— ludivZ + (u—Rpu),

we see that z € (iu)* fulfills aa(2,v) = (g«, )2 for all ¥ € (iu):. By the stability estimates for
u and A, the source term fulfills

lg«llze < Iz D)l < + lu—Reull: < pua(s)||(w—Ryu, A =Ry A)|[p2xp2.
Furthermore, we have with the stability and regularity bounds for v and A that
IVgsllL2
< IV =Rau)|re + [Vulpe ullcellzl 2 + (1 + ulZe) IV 2] 2
HIVullalAllL<l|Zl s + ulloe IV Al L Z] s + lull o [[All o< [ VZ]] 2
Fllullwza|Z| e + LI Vull= V2|2 + fllullpe | 2]z + 2|Vl L= || div Z| 2
S V= Rarw)le + 6542l + w2l + w2l + 12l + 212 e
<r
Hence with (6.7) and (6.8)
(6.9) SIVadle 0 AIV(u—Ruu)llze + 5% |2l c2 + [2llaz + 1 Zlles + 251 Z]|a
S v —Ruullgy + £ pua(®)[|(u—Ruu, A = RpA)l[L2xp2-
Before we can proceed, we have to take care of the fact that the test functions for defining z only

(iu,) 2 -

(iu,iu) 2 u

involve (iu)*. For that reason, we write an arbitrary ¢ € H'(Q) uniquely as 1) = )+ +

for ¢+ € (iu)* and hence

(610)  an(,0) = (9., 65 )1z + F2E (0, )12 = (0., )2 + (22 ) (0, ) 1o,

With [Jul gz < |lullz2 we have

iu)— (g, 121l g1+l gl _
|C|: aa(ziu)—(g«,iu)p2 | ~ HL L2 ,SH’U:”L;pu,A(ff)H(U_RHU,A_R}LA)HL?xL?

llull? ~ llwll .2

and hence again by |lul g1 < [lullz2

(6.11) SICiVull S pua(s) [[(w = Ruu, A = RpA)|| 2 xre
With this, we now proceed similar as in the proof of Lemma 6.3 and consider the function
2 = (1= C)m ™ (2) € VP

which fulfills again z}°P — z € W. Hence, we obtain

3.5
Bz =20 < an(e— 2Pz =) ) aa ez - 20)
= aa(z,2—2;P°) + (aa, —aa)(z,2 — 25PP)
(6.10)

(9. + i,z = 2577) 12 + (192 (A = A) (2 = 257))12
+((Av = A)2, £V(z = 25)) 2 + (AL — [AP)z, 2 — 25PP) e
= (g +Ciut (AP~ APz +EVz- (A, —A), 2 — 25071
=:fs
= ((1— FEM)(g* +Ciu+ fo), (1 W}:{EM)(Z ZIfIOD) )12

< (KH)Q%HVg*—i—(iVu—i—Vf*HLz Hz—zLOD||H1
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Hence, dividing by [z — 2" g1 and using (6.9) and (6.11) we have

Iz = 25"l
< (5H)? (Ju = Ruullay + 6 pua(s) ||(u — Rau, A = RpA)l2xee + 1|V 2) -
It remains to bound ||V f.| L2 where we obtain with the bounds for A and A, that

IV fillz2
S [As+ AllL=[|[Ax — Al [V2][r2 + [|[Ax + Allpral|Ax — Al | 2] s
HIAL+ AL [[Ax = Allyrallz]| s
el l|A = Al + £ [IV2l e[ Ax — Allwrs
(6.7),(6.8)
< K pu,a(K) [|(u — Ryu, A — RpA)||L2xp2-

In conclusion we have
Iz =25 lmy S (WH)? (lu—Ruullg: + 57 pua(s) |[(u — Ruu, A = RyA)||L212) -

On the other hand, we obtain with the approximation properties of VZ,O straightforwardly

(6.8)
inf |Z-Zplm < R|ZIgz S kK pua(s)||(u—Rpu, A —RpA)|| 2«12,

Zn eV,‘jYO
which leads to the estimate

6.12 inf z2—zu, L — 7y, e
( ) (ZH’Z’L)EVIEFODXV’E,O”( H ’)||H,€><H

< (wH)lu—Rpulm + (5 H)* + h) 5 pu.a(s) | (u, A) =R p(u, Al L2xee.

Note that for this estimate only the condition kH < 1 is required. Recalling that Lemma 6.2
verifies the assumptions of Lemma 5.3 and 5.5, we conclude that

_ < i _ LoD A _
1w, A) = Ren(u, A)l|gp xS (g;%,OD,Bh)len\f};Ova;g,O”(u ei s A = Bp)llmxm

+((H)? + h) 6% pua(s) [|(u, A) = Rz (u, A)l |2 -
Hence, for ((kH)?+h) k% py.a(k) < 1 (sufficiently small), the second term can be absorbed into the

left-hand side, which gives the first assertion. In particular, under the above resolution condition
we have

inf 22—z, L — 7 < u, A)—R u, A
i Mron e G =02 = Bl 10 A) = R, A) e

S [(u— @5, A = Bp)|| g1 -

inf
(50D B)eVEODxVE |

The proof is finished by combining the above estimate with Conclusion 5.8, the estimates from
Lemma 6.3 and the standard approximation properties (3.1)of Vﬁ,m ie.,

inf |A—Bulm < h|Alm < h and
BLEV] 4

h
inf  [|A=Bullm: < R Alms < kR
BrEV]

]

It remains to turn to the L2-error estimate. For that, we first bound the Ritz-projection error in
the L?-norm by the corresponding error in the H'-norm.

Lemma 6.6. Let Assumption 2.13 hold and let A, admit the same reqularity and k-dependent
stability bounds as A. If kH < 1 and if (u, A) € HY(Q2) x HL(Q) is a minimizer of (7?) then it
holds
[[(u, A)=Ropp(u, A)l 2 xr2
S (R H 4 (6 H)? 4 R) K pua () (0, A) = Rg(t, A) s crms
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Proof. We consider again the auxiliary problem (5.6). The corresponding solution (z,Z) € (iu)+ x
H () allows to express the L2-error as

H(ua A)_RHyh(uv A)H%QXL2 = <Eu(u’ A)(Z’ Z)7 (uv A)_RH,h(u’ A)>
= (E"(u,A)(z — 21,Z — Zp), (u, A) =Ry n(u, A)),

for arbitrary (2, Zp) € (VF°P N (u)*) x Vi ;. With the continuity of E”(u, A) and Lemma 5.3
we therefore have

1(u, A) =Rz p(u, A)[[ 22 p2

S u, A) = Ry p(u, Al xcm inf (2 = 21, Z — Zp)|| o sepn -
(z1,21)EVEOP X VT |

The latter term was already estimated in (6.12), such that combining this with the previous
estimate and applying Young’s inequality afterwards yields for any ¢ > 0

It A) =Rz o1, A) 22
< (R HYI(u A) ~ R, A) s

(5 H) ) 62, 9) 1t A) = R (i, A) g [t A) —Regg 1 A) 20
< (Yl A) ~ Rz, A) B

e 2
5 (5 H)? + 1) 5% pu,a(6)||(u, A) = Rgp (u, Al mpcanr ) + 0[] (u, A) =R (u, A)l[72 2

For sufficiently small 6 we can absorbe the ||(u, A)—R p(u, A)||p2xL2-contribution into the left-
hand side to obtain

[ (u, A)=Ropgn(u, A)llL2xL2
S (kH + ((KH)? + h) 5 pua(k)) [|(u, A) = R (u, A g1 xm,

which gives the claim. ]

With this, we are ready to finalize the L2-error estimate

Proposition 6.7 (L2-error estimate). In the setting of Proposition 6.5, the L*-error between a

discrete minimizer (ug®, Af5M) € VEOP x VI and its corresponding exact minimizer (u, A) €

HY(Q) x HL(Q) (in the same phase, i.e. ukPP € (iu)) can be bounded by
o~ o59° A— AF e S (s H) 4 kR HRE

~

+ £ pua(r) (KPH? + k¥ 71hF) (6 H)? + ) + pua (k) (kT H? + ,‘ihk)2
where k =1, 2.

Proof. We split the error as
l(w —ug”®, A — A L2 xe
S ||(U_RHU’7A_R‘}1A)HL2><L2 + H(RHU—ULOD RhA AFEM HL2><L2
< lu—Reu, A = RpA)|pexre + [|Rau — wi” R A — A [ e

where the first term is controlled by Lemma 6.6 in combination with Proposition 6.5 as
I(u = Riru, A — Ry A) | 2
< (kH)*+ kFHRY + 5% pya (k) (k*H? + " 10F) (K H)? + h).

~

For the second term, we use the coercivity of E”(u, A) to estimate
pua(R)H(Reu — uip?® RuA — AR 13

S <E”(U,A)(RHU _ uLOD R}LA AFEM) (RHU . uLOD RhA AFEM)>

Ry —ulfP Ry A — ALY

(5.4)
S (= w0 + = wEPP N3 + A~ AR ) Rarw — 5P, R A = AR i
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By combining the previous estimates we obtain

o — 0, A — AEE o
S (kH)* + KFHRY + k7 pya (k) (2H? + " 10F) (8 H)? + h)
puals) (= ufPPle + lu— uiPPl%, + A — AR ).
The last term can be further estimated by using ||u—ug" | zs < kllu—upg’® || f1 and the previously
established estimate for ||(u —ug’”, A — AF5M)|| g1 p in Proposition 6.5 to obtain

1w —up?® A = AFE) |r2xre S (wH)' + w“HA

~

+ £ pua(r) (KPH? + k¥ 710) (k H)? + h) + pu,a (k) (5P H? + mhk)Q

7. NUMERICAL EXPERIMENTS

In this section we verify our theoretical results from Theorem 3.3 in numerical experiments and
investigate the optimality of the convergence w.r.t. the mesh size H for the order parameter u
and the mesh size h for the vector potential A as well as the scaling of the convergence w.r.t. the
GL parameter x. The implementation for our experiments is available as a MATLAB Code on
https://github.com/cdoeding/fullGLmodelLOD.

For the experiments we choose a LOD approximation for the order parameter u and quadratic FE
(k = 2) for the vector potential A. The latter choice has two reasons: First, considering either
k =1 or k = 2 is sufficient to demonstrate the main results numerically, since the difference in
the analysis is based on standard properties of Lagrange finite elements and there is no reason to
expect a different behavior in the case k = 1, except for the lower order w.r.t. h and k. Second,
due to the higher convergence in the case of quadratic FE, it is easier to extract the expected third
order convergence in the LOD space by taking sufficiently small h in the experiments.

Another simplification we make is a reduction to two dimensions to keep the complexity and
runtimes reasonable in our experiments. We emphasize that the main results and the analysis in
this work are not restricted to the three-dimensional case, but can be modified to the problem in two
dimensions. To derive the corresponding Ginzburg—Landau model in 2d, one intuitively considers
a 3d external magnetic field H which is perpendicular to the z1-x5 plane, i.e., H = (0,0, H3)T for
some scalar function Hs. Then the order parameter and the vector potential should not vary in
the z3-direction as far as we stay away from the zs-boundary of the superconductor, i.e., Oy, u =0
and 0;,A = 0. This implies that the third component of the vector potential has to vanish and
one derives the Ginzburg-Landau free energy in two dimensions

1 i 1
Ecroq(u, A) = 5/ |EVu + Aul? + 5(1 - \u|2)2 + | curlyy A — Hs|? dx
Q

for the reduced 2d-vector potential A : ) — R? and the reduced order parameter u : Q) — C where
now Q C R? is a rectangle. Here curlyg denotes the conventional 2d-curl-operator mapping vector
fields to scalar functions. Setting up the previous analysis in two dimensions and introducing the
stabilized energy

1
Egd(’u,, A) = EGLQd(u, A) + 5/ ‘le 1A|2 dx
Q

one can derive the corresponding results of Theorem 3.3 in 2d using fully analogue arguments. For
the sake of readability and brevity we omit this case in the analysis of this work and drop the 2d
subindices in the following and write H = Hj.
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7.1. Gradient descent method. Although our theoretical results focus on approximability re-
sults for minimizers in discrete spaces, verifying these results numerically requires computing the
minimizers themselves. One approach is to compute these minimizers using an implicit Euler dis-
cretization of the L2-gradient flow associated with the GL energy functional (??), as it was done,
for instance, in [8]. However, due to the small coercivity constant p, a(x)~' from Proposition
2.14, particularly for large s, the L?-gradient flow typically converges only slowly to the desired
minimizer. Therefore, we employ a more sophisticated approach here: a discretization of a suitable
Sobolev-gradient flow allowing for energy-adaptive step sizes. Sobolev gradients V x E represent
E' with respect to an X-metric induced by an inner product (-, ) x. By choosing the inner product
in a problem-specific way, the corresponding gradient flow can be significantly accelerated; see
Neuberger [58] for an introduction.

We denote by X the tensor space H'(2) x HL(Q). The Sobolev gradient of the Ginzburg-
Landau energy F at any point (u, A) € X, not necessarily a minimizer, is defined as the solution
VxE(u,A) € X of

(VxE(u,A), (v,B)) = 0.E(u, A)v+ daE(u, A)B V(v,B) € X.
Here we choose the inner product (-,-)x as
((v,B), (w,C)) y = du,a(v,w) + by,a(B,C)
with
au,a (v, w) = aa(v,w) + m((B+ |ul* + |A]*)v, w),
bu.a(B,C) :=b(B, C) + ((5 + [ul*)B, C),

and a stabilization parameter 5 > 0. It is straightforward to verify that for every § > 0 the bilinear
form (-,-)x defines an inner product on X. This choice enhances coercivity and ensures stability
of the resulting gradient flow even when |u| or |A| exhibit large variations. Introducing the elliptic
operators

Aua: HHQ) = (HY(Q)*, (Auav,w) = dya(v,w) Yv,we H(Q),
and
Bua : Hy(Q) = (Hy(Q)", (B.aB,C)=b,a(B,C) VB,C e Hy(),

the Sobolev gradient can be expressed as Vx E(u, A) = (Vx wE(u,A),Vx aE(u,A)) € X, where

VxuB(u,A) =u— A% ((1+ BIA[)u),

VxaB(uA)=A- B (BA - % Re(iu*Vu) + curl® H)
with H = curl A denoting the magnetic field. The operator curl® : H*(Q) — H(Q2)* is defined by

{curl" H,B) = i H:curlB,dz VB < H'(Q).

Here, A;lA and [;’; lA denote the inverse operators in the corresponding Sobolev spaces, defined
via the Riesz representation. This formulation provides a problem-adapted metric structure that
typically leads to much faster convergence of the gradient flow compared to the standard L?-based
formulation.

At the discrete level, we select A, € HY 4 () NL>(2) and construct the LOD space V°P based
on this A,. As mentioned in Section 3, a natural choice is to select A, € V,’;O as the solution to
curl A, = H with div A, = 0 which can be easily computed. Unless otherwise stated, we use this
choice for A,. The desired iteration for computing a minimizer by the V x F-gradient descent now

seeks (uly, Aj) € VEOP x Vi o, n € N, satisfying

n+l _  n n n
uly —uH—TnVX,u%E(uH,Ah),

+1 _
AT = Ay — 1 Vxap E(ufy, Ay)
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for some step size 7, > 0 and suitable initial values (u%, AY) € V5P x V¥ /. The step size 7, > 0 in

each iterations is adaptively chosen such that F (uﬁfrl7 AZH) gets minimal. Since E(u?f’l, AZ'H)
is a fourth order polynomial in 7, this is achieved numerically e.g. by line search in 7,.

Clearly, every (local) minimizer is a stationary point of the iterative scheme, and vice versa: every
stationary point satisfies the first-order condition for a local minimum. For an optimal 7,, the
iteration is expected to reduce the energy, and we may find a local minimizer of the GL energy in
VEOP x V’;’O as a limit of the iteration. A rigorous convergence analysis of the scheme is much more
involved and is left for future research. In practice, the optimal 7,, can become very small during
the iteration process, which may cause the iteration to converge slowly due to small updates per
iteration. To avoid very small steps, we set a lower bound of 0.1 for 7,, in our experiments. This
comes at the cost of losing the energy-diminishing property in every iteration step, but results in a
more robust, quicker-converging overall computation. The stabilization parameter in the definition
of the Sobolev gradient is set to 8 = 0.1 in our experiments. Finally, we terminate the iteration
when the difference in energy of two iterates, | Eqr, (u" ™1, A" ™) — Eqp, (u™, A™)|, approaches a given
tolerance, €¢o) > 0.

7.2. Model problem and discrete minimizers. The model of our numerical experiments con-
siders the GL energy on the two dimensional unit square = (0,1)? C R2, with the external
magnetic field

H(z) = 10sin(mrzy ) sin(rxz), = = (r1,22) € Q,

and the particular values for the GL parameter £ = 5,10, 15, 20, 25, 30, 50, 100. The range of GL
parameter is chosen such that it covers the magnitudes of common type-II superconductors such
as niobium (k ~ 1), magnesium diboride (k ~ 25), or yttrium barium copper oxide (k ~ 100),
see [34,57,65]. The discrete minimizers are computed with a LOD approximation for the order
parameter u and quadratic FE for the vector potential A with the iterative solver described in
Section 7.1. The mesh sizes are set to H = 277 and h = 277 and we compute the minimizers up to
a tolerance of £¢o; = 107'2. The LOD space is constructed in all our experiments, unless otherwise
stated, based on the vector potential A, € Vio which is a Ps-approximation of curl A, = H with
div A, = 0 and fixed fine mesh size h = 277 through all experiments .

For the practical realization of the LOD spaces we need to compute an associated basis of V5P
which requires to solve the corrector problems (3.5) for suitable function ¢ € V. This is done
using a standard P;-FEM discretization on a fine mesh with mesh size hgne = 27°. It is known, cf.
[8,56], that a basis can be chosen such that each basis function decays exponentially. Therefore,
the corrector problems can be restricted to local patches by allowing small localization errors and
to obtain a feasibly computable and locally supported basis of V5°P. The patches are defined
through an oversampling parameter ¢ describing the number of layers around the element of Ty
associated with the patch. We refer to [8] for more details on the computation and for estimates
of the occurring localization error in the context of the GL energy minimization problem. Unless
otherwise stated, we choose ¢ = 10 oversampling layers for each coarse element in our experiments.
To achieve the fine resolution of H = 277 and h = 277 at feasible computational cost we use a
multilevel type approach that first computes a discrete minimizer on a coarse mesh which is then
used as an initial value for the minimizing iteration on a finer mesh. This process is repeated across
four levels so that the mesh parameters (H, h, ¢) follow the sequence

(27%,2743) = (2752745 — (277,274,100 — (277,277,10)

and with the constant fine mesh size hgne = 272 for the LOD realization. For the first iteration
we use a constant 0.8 4 0.6i initial value in u and A, as an initial value in A. Finally, for the first
three levels we choose €yo1 = 10710 and the final iteration is then computed up to ey = 10712,
The order parameters u of the computed discrete minimizers are shown in Figure 1 and Figure
2. In Figure 3 the corresponding vector potential A and its curl for kK = 5 is shown. This value
is representative of all other values of k = 10, 15, 20, 25, 30, 50, 100, since no visual differences are
notable. In contrast, we plot the difference curl A — H in Figure 4 for all values of x where small
differences can be detected due to the vortex structure of the order parameter. Finally, the energy
values for the original GL energy Eqr, and the stabilized energy E are given in Table 1.
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FIGURE 1. Real part Rew (top row), imaginary part Imwu (middle row), and
density |u|? (bottom row) of the order parameter component u of the GL energy
minimizer (u, A) for k = 5,10,15,20 (left to right).
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FIGURE 2. Real part Rew (top row), imaginary part Imwu (middle row), and
density |u|? (bottom row) of the order parameter component u of the GL energy
minimizer (u, A) for k = 25,30, 50,100 (left to right).
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In the density |u|? of the order parameter u (bottom row of Figure 1 and Figure 2) we see the
expected vortex patterns, known as the Abrikosov lattice, that occur in type-II superconductors
penetrated by external magnetic fields. Interestingly, the vortices in the density arise from the
interplay between the real part (top row) and the imaginary part (middle row) of u. Both compo-
nents exhibit a more intricate structure due to oscillations, particularly in regions where |u| =~ 1. In
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FIGURE 3. The vector potential, A (left, plotted on a coarse mesh), and curl A

(middle), of the GL energy minimizer (u, A) for k = 5, representative of all values
of k = 5,10, 15, 20, 25, 30, 50, 100.
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FIGURE 4. Difference curl A — H of the GL energy minimizer (u,A) for x =
5,10, 15, 20, 25, 30, 50, 100 (left to right and top to bottom).

K 5 10 15 20 25 30 50 100

E(u,A) |0.192633 | 0.164499 | 0.164999 | 0.145422 | 0.142620 | 0.143023 | 0.133575 | 0.122268

Eqr(u, A) | 0.192615 | 0.164492 | 0.164950 | 0.145396 | 0.142595 | 0.142997 | 0.133560 | 0.122261

TABLE 1. Approximate energies E(u,A) and Egp(u,A) of the minimizers for
k = 5,10, 15, 20, 25, 30, 50, 100.

particular, the physical relevant vortices in the density are well resolved by the LOD approximation
space, consistent with the observations of [8] for the reduced GL model with given vector poten-
tials A. The number of vortices increases and their diameter decreases while the GL parameter k
increases. Looking at the vector potential A (Figure 3), we clearly see that no special vortex-like
structure appears in the vector potential. The vortices are only marginally detectable once we
consider the difference curl A —H (Figure 4). This justifies the choice of a standard FE discretiza-
tion for the vector potential A. The physically relevant observable is curl A, which describes the
magnetic field inside the superconductor. As expected, it is aligned with the external magnetic
field H. In general, we observed during the computation that the alignment of A stabilizes after a
few iterations, while the challenging variable is the order parameter as we have seen that it takes
much more iterations (up to O(10%) iterations) until the correct vortex-pattern appears and the
Sobolev gradient flow converges.

7.3. Convergence rates. Next we investigate the error of the approximations of the minimizers
and its dependence on the mesh sizes H, h and on the GL parameter x as stated in Theorem 3.3.
For the first experiment, we choose a fixed fine mesh size h = 276 for the vector potential A,
different mesh sizes H = 2-{2345.6} for the LOD approximation in the order parameter u, and
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FIGURE 5. Error of the order parameter u for the mesh sizes H = 2~ {2:3:4.5,6}

h = 275 and LOD parameters hgne = 272 and ¢ = 10. Left: s-scaled H!-error

78w — PP || g1 . Right: k-scaled L?-error £~ *|Ju — ufPP|| 2.

compute the errors [Ju — u%PP | g1 and |Ju — ufP|| L2 to the reference solution for the different val-

ues k = 5, 10, 20, 25, 30, 50, 100. The minimizers (u, A) computed in Section 7.2 serve as reference
solutions and all other parameters are chosen as in Section 7.2. For the given configuration, the
minimizer is obtained using the iterative method described in Section 7.1, starting from an initial
value given by a projection of the reference solution onto the chosen approximation space.

Due to the fine mesh size in the vector potential we can expect that the overall error (u—u¥’P, A —
A;'5Y) is dominated by the error in the order parameter. The results are depicted in Figure 5.
We observe after a pre-asymptotic phase an order three decay of the H!-error w.r.t. the mesh
size and an order four decay of the L?-error w.r.t. the mesh size. The pre-asymptotic phase is
explained by the resolution condition H < k~17%/2p, a(k)~/? which is needed for a quasi-best-
approximation behavior or at least H < x~'~/5p, a(k)'/° to compensate the additional higher
order error terms as we discussed in Section 3 after Theorem 3.3. For H = 27° both errors start
to stagnate which is most-likely due to the fine scale discretization of order O(hgye) that we used
to solve the local corrector problems for the LOD space. This behavior was also observed in [8]
and we refer to the reference for a more detailed discussion. For larger values of x, namely x = 50
and x = 100, the pre-asymptotic regime is so large that the error directly turns into the stagnation
phase without showing the predicted third-order or fourth-order convergence, respectively. How-
ever, this is in line with our theoretical results. Let us now turn to the x-dependence of the error.
We point out that in Figure 5 the H}-error is scaled with a =3 pre-factor and the L?-error with
a K~ pre-factor respectively. We observe that the error curves are almost on top of each other
as k varies and emphasize that a different x-scaling of the error leads to a significant difference
between the error curves. Therefore, we conclude that the x*-dependence (resp. x*-dependence)
of the Hl-error (resp. L?-error) in our theoretical convergence result is optimal. Summarizing,
the numerical experiments verifies the O(k*H?) (resp. O(k*H?)) decay of the Hl-error (resp.
L2-error) in the order parameter u as proved in Theorem 3.3.

In the next experiment we extract the convergence in the vector potential A. We fix a small mesh
size H = 275 for the order parameter, vary the mesh size h = 27123456} for the vector potential,
and compute the errors [[A — AJ%Y[[gn and [|A — AJ%Y||L2. Again all other parameters are set
as before and we can now expect that the overall error is dominated by the error in the vector
potential A. The results are shown in Figure 6 where we can see that the H'-error decays in a clear
asymptotic phase with a rate of two w.r.t. h after a pre-asymptotic phase which increases in .
This pre-asymptotic phase is now explained by the resolution condition h < k™¢p, a ()~ which
is needed for a quasi-best-approximation or at least h < k- (1+e)/ 30w, A(/{)_l/ 3 to compensate the
additional higher order error terms. This coincides with our theoretical findings from Theorem 3.3.
In view of the x-dependence the situation is more unclear. First, Figure 6 left shows that for the
small values of k and in the asymptotic phase the convergence curves lie almost exactly on top of
each other, although the error is not scaled with one order of x as it would have been expected from
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FIGURE 6. Error of the vector potential A for the mesh sizes h = 27 {23456} 5 —
27% and LOD parameters hfne = 277 and £ = 10. Left: H'-error |A — AJ5M||q1.
Right: L%-error £~ 1| A — AFEM||p:.

Theorem 3.3. This indicates that our error estimates of order O(xh?) might be suboptimal w.r.t. &
as an implication of a possibly suboptimal estimate of ||A /g5 in the analysis; see Remark 3.4 for a
more detailed discussion. We also observe a clear third-order convergence rate with respect to the
mesh size for the L2-error in the asymptotic phase, i.e., for small values of h after a pre-asymptotic
phase, which is again explained by the resolution condition. The dependence of the L?-error on &
is again much more complicated since we observe the O(kp, a(k)h?) error term from Theorem
3.3, for which the dependence on x enters through the coercivity constant p, a (k). We found that
the error scales best with £ ! in a range of integer powers, but we cannot draw a precise conclusion
about the dependence on & since it is unknown for the coercivity constant p,, a(x). At this point,
we can conclude that the numerical findings align with our theoretical findings, though they may
indicate that our estimates in the k-scaling are suboptimal with regard to the vector potential.
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FIGURE 7. Error of the energy E with LOD parameters hgpe = 279 and ¢ = 10.
Left: 57O E(u, A) — E(ug’®, Aj"3")| for the mesh sizes H = 27123456} ' — 2-6,
Right: £72|E(u, A) — E(uf’®, AJ%M)| for the mesh sizes h = 271234560 [ =
275,

In both experiments we additionally compute the errors in the GL energy which are shown in Figure
7. The error in energy takes the convergence in both components into account and we see in both
error plots a convergence in up to three phases: a pre-asymptotic phase, an asymptotic phase,
and in the order parameter a stagnation phase. We first discuss the convergence in the order
parameter (Figure 7 left). The pre-asymptotic regime is explained by the very weak resolution
condition kH < 1 as stated in Theorem 3.3. Indeed, this regime seems to be smaller compared
to the Hl-error, as seen most prominently for the x = 50 curve. The pre-asymptotic regime
is followed by an asymptotic convergent regime where we observe the predicted sixth order of
convergence. However, due to the high order of convergence and the small magnitudes close to
machine precision, the observations are less clear than for the H! and L? errors. The same holds for
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the sixth-order scaling of the energy error w.r.t. k, to which we approximate as closely as possible.
The stagnation regime is again caused most likely by the fine-scale discretization error. For the
error in the vector potential (Figure 7, right), we observe the expected asymptotic fourth-order
convergence. Moreover, the scaling with respect to x is approximately of order four, as anticipated.
However, the convergence curves are not closely aligned, suggesting potential suboptimality with
respect to k, consistent with the behavior seen in the H' and L? errors. In addition, a pronounced
pre-asymptotic regime is present — particularly for k = 100 and « = 50 — which is unexpected and
appears, at first sight, to contradict our main results, since no resolution condition with respect
to h should be required. A closer examination of the computations revealed that, on coarser
meshes (i.e., within the pre-asymptotic regime), the Sobolev gradient descent method converges
to a different minimizer, as evidenced by a substantially different energy level. Unfortunately, we
were unable to recover the corresponding reference minimizer on the coarser meshes through the
Sobolev gradient descent iterations as the descent approach is not robust w.r.t. initial values. This
numerical artifact accounts for the observed pre-asymptotic behavior. Except for this behavior —
and the aforementioned indication of suboptimality in the x—scaling — the numerical experiments
are overall in good agreement with our theoretical results.

7.4. Choice of A,. As a final experiment, we investigate numerically how the choice of A, and
therefore the choice of the LOD space affects our results, in particular the convergence in the order
parameter v in view of Lemma 6.3 and our main results. We compare our standard choice — where
A, is a Py approximation of curl A, = H and div A, = 0 — against alternatives. For simplicity,
we pick the values k = 10 and k = 20 as representatives, since we investigated the influence of x
numerically in the previous section, and retain all other model parameters. The following vector
potentials A, are considered:

Standard choice: P, approximation of curl A, = H with divA, = 0 on a fine mesh size of
h = 277. This is easily pre-computed at low computational costs and expected to be a
rough but reasonable approximation of A.

Trivial choice: A, = 0. This allows for an efficient computation of the LOD space due to spatial
symmetry at the cost of a poor approximation of A.

Optimal choice: A, = A, where A denotes the reference minimizer introduced in Section 7.2.
This is the best available approximation of A in our experiments but of course in general
unknown.

Since the choice of the LOD space should not have a significant effect on the approximation of the
vector potential A, we are only interested in the error w.r.t. the order parameter u. As in the
previous section, we fix h = 2% and vary the mesh size for the LOD space as H = 2~ 12:3:456}
with a fine scale resolution of hgye = 272 and an oversampling parameter of £ = 10. We compute
the error in H! for each choice of A,. The results are shown in Figure 8.

All three choices of A, lead to optimal third-order convergence of the order parameter with respect
to H after the previously shown short pre-asymptotic regime. Every choice is therefore suited
to some extent to approximate energy minimizers in the associated LOD spaces, which aligns
with our main result. However, a direct comparison of the three choices reveals that the “trivial
choice” (A, = 0) results in the largest error, making the “standard choice” preferable. The
difference is almost one order of magnitude, and solving for curl A, = H comes at a very low
computational cost. In some cases, one might choose the “trivial choice” to compute the LOD
space faster using spatial symmetries when A, = 0. However, in view of the computational cost of
the Sobolev gradient descent, this advantage seems to be negligible. Surprisingly, our “standard
choice” (curl A, = H) performs as well as the “optimal choice” (A, = A). This shows that the
error committed by approximating A by A, enters only weakly into the overall approximation error
of GL energy minimizers. This justifies our standard choice in previous experiments, as it has a
low computational cost and leads to good approximations of GL energy minimizers. Summarizing
the numerical results confirm our main results.
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APPENDIX A. PROOFS OF THE HIGHER REGULARITY RESULTS

In this section, we collect the proofs of Theorem 2.6 and Lemma 2.8. As we could not find any
suitable reference which covers our cases, we present the proofs here in the appendix, even though
these results might be known to many experts.

For the sake of notation, we restrict ourselves to the unit cube Q = (0,1)2, but the case of general
cuboids is easily derived by a linear transformation. For QS = (—s,5)3, s € RT, the idea is to use
reflections to extend the functions from € to the extended domain ?217 and then periodically to
any §2k+1 for k € N while preserving its regularity.

The main intuition for this procedure comes from the eigenbasis of the Laplacian on a cube. For

example, for homogeneous Dirichlet boundary conditions the basis on €2 consists of functions
sin(rkxy) sin(nlxe) sin(mmas), k,l,m > 1,

and their natural extension is given by first performing an odd reflection on each face and then

obtain a periodic function on ;. For Neumann boundary conditions, the same idea applies with

the basis
cos(mkxy) cos(mlxs) cos(mmas), k,l,m >0,
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and hence even reflections on each face. For mixed problems the correct combination of sine and
cosine enable us to extend this also to the mixed case.

A.1. Neumann boundary conditions. Let us consider the Neumann problem in Lemma 2.8
given by

—Au=gin and Vu-v|ga =0,

for g € L?(Q2). For a function f € C(Q), we define the Neumann extension My : f — foq With

(1,12, x3), x1 € (0,1),22 € (0,1),23 € (0,1),
flxy, e, —x3), x1 € (0,1), 22 € (0,1),z3 € (—1,0),
fx1, —22, —23), x1 € (0,1),22 € (—1,0), 23 € (—1,0),
Foe(n, 29, 5) = flx1, —xa, x3), x1 € (0,1), 22 € (—1,0),z3 € (0,1),
f(=z1, 22, 3), x1 € (—1,0),z2 € (0,1), 25 € (0,1),
f(=z1, 22, —x3), x1 € (—1,0),22 € (0,1), 25 € (—1,0),
f(=z1, —m2, —x3), x1 € (—1,0),22 € (—1,0), 23 € (—1,0),
fl=zq1, —x2, x3), x1 € (=1,0),z2 € (—1,0), 23 € (0,1)

Without changing the notation, we extend the operator My also to L2-functions.

Lemma A.1. Let f € HY(Q)). Then the extension My f satisfies:
(a) My f € H' (1) with || M fll ;1 @, < 22[1My fll ()
(b) The periodic extension of My f satisfies My f € Hl(ﬁng) for all k > 1 with

IMN Fll 1@,y < (26 +2)°[[MN fll a1 0)-

Proof. (a) Since My f is in H' on each subdomain, it remains to check that the trace is continuous
in the L? sense on the faces. However, the even reflection ensures this continuity. Since the H!-
norm on each subdomain is equal to the H'-norm on €, the estimate in (a) follows by counting
cubes.

(b) For the periodic case, it is sufficient to note that the periodic extension from ﬁl is equivalent
to iteratively performing even reflections on the outer faces. In particular, this implies continuity
at all outer faces of €1y, by repeating the calculation of the interior faces. O

We now turn to the case of preserving H2-regularity.

Lemma A.2. Let f € H?(Q) with Vf -v|pq = 0. Then the extension My f satisfies:
(a) Mn f € H(On) with ||Mn f|| 2, < 221 Mn fll 520 -
(b) The periodic extension of My f satisfies My f € H2(§2k+1) for all k > 1 with

HMNf||H2(§2k+1) < (2k+ 2)3||MNf||H2(Q)-

Proof. We note that it is sufficient to show that Af.,, € L2(§1) and elliptic regularity gives us the
claim. We further note, that the periodic extension is handled as in Lemma A.1.

Since we already know that My f € H? on each subdomain and My f € Hl(ﬁl), in order to show
that V f... € H(div, 1) holds, we have to prove that all normal traces of V f,,; are continuous.
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Computing the gradients on each subdomain, we obtain for the diagonal matrix I, . = diag(a, b, ¢)
the expressions

fLlef’(zl,m,mgy x1 € (0,1), 29 € (0,1),23 € (0,1),
a1V e z1 € (0,1),22 € (0,1),z3 € (—1,0),
11,_1,_1Vf{(%_%_w3), x1 € (0,1),29 € (—1,0), 23 € (—1,0),
Vf (00, 52, 72) = IL,LNf{(xh_m%), r1 € (0,1),29 € (—1,0),z3 € (0,1),
I_1,171Vf|(711’z2’x3), 71 € (—1,0), 29 € (0,1), 23 € (0,1),
1_1,1,_1Vf{(7mm,7$3), z1 € (—1,0), 22 € (0,1), 23 € (—1,0),
IV gy gy 21 € (21,0),22 € (=1,0), 25 € (=1,0),
I 11V o Zanan); z1 € (—1,0),29 € (—1,0),23 € (0,1)

We only check the face {1 = 0,22 € (0,1),23 € (0,1)} with normal vector v = e; to obtain
formally for all z5 € (0,1),z3 € (0,1)

lim O, foxs (21, 22, 23) = 1er(1)+ O f(x1,22,23) = 01 f(0,22,23) =0
Tr1

114)0

as well as

lim 0, foxe (21,22, 73) = lim —01f(—x1,72,23) = =01 f(0, 22, 23) = 0.
z1—0~ x;—0+

For the other faces the very same computations can be performed. Thus, all normal traces of

V fext vanish on the inner faces, are thus in particular continuous, and we have shown V f. €

H(div, ). 0
With this, we are in the position to prove Lemma 2.8.

Proof of Lemma 2.8. First, we observe with Lemmas A.1 and A.2 that for u.. = Myu

7Aue"t|(w17w2,13) = 7Au}(ix1,i;r2,iw3) = f|(iw1,iw27iw3) = fext($17I27$3),

with signs chosen accordingly to the definition of Mpy. In particular, u.. solves the Neumann
problem in Lemma 2.8 also on Q3 with right-hand side f., € H*({23). By interior regularity for
elliptic problems (cf. [33, Theorem 6.3.2]) we conclude u = u.y | € H3(2) with

lullga) S ltextll 2@,y + Mexell @,y S lullzz) + 1 11a1 @)

Next, we turn towards the W2P-regularity of u, where we exploit again the extensions ey and fox
together with a Calderéon—Zygmund estimate. For that let By be a ball with radius r = 2, Wthh
is compactly contained in the extended domain Qg In particular, we have ) CC B CC Qg
and a regular boundary 0B, € C1'. We want to smoothly truncate tee t0 Bex with a cut-off
function 1 € C§°(Bex) with 0 < 1 < 1. Furthermore, 7 should not only be constant 1 on 2, but
also on a slightly enlarged box, that is, n = 1 on §1+5 for a sufficiently small ¢ such that we still
have §1+5 CC Bey. Finally, assume that 7 is selected such that ||V~ < C for some constant
C that only depends on B,,; and §3. We consider the function 7 e, € Hg(Bey) which solves

*A(n uext) = =N Aleyy — 2VUeyy - V) — Uexy AN = 1) foxt — 2VUexe - VI — Uexy AN =1 foxs.
Since ey € H?(Bey) (by interior regularity from the first part of the proof), Sobolev embeddings
guarantee that we also have Ve € L%°(Bey). Together with fo. € LP(Bek) (which directly
follows from f € LP(Q)), we conclude that e, € H}(Bex) is the unique solution to a Poisson
problem on a smooth domain B.,, with homogeneous Dirichlet boundary condition and a right-
hand side f.., € LP. By LP-regularity theory for elliptic problems, cf. [13, Chapt. 3, Thm. 6.3 &
Thm. 6.4], we conclude that this unique solution fulfills 1t € W2P(Bey). By construction of

the cut-off function, we have uext|§1+6 =(n uext)|§1+6 € W27p(§1+5). Furthermore, we still have

—AUgyy = fext In §1+5 C @3. Using the Calderén—Zygmund estimate [39, Theorem 9.11] with
Q CC Qy44, we conclude that there exist constants (depending on p, Q and §), such that

@y = ltesslwam@y S (ltess L@,y + Wentll o)) < (lllzncy + 11 mey).
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which proves the claim. O

A.2. Mixed boundary conditions. We now turn to the regularity results of the vector potential
A. As mentioned above, the H2-regularity of a solution U € Hn aiv () of (2.5) follows from
[45, Lemma 3.7]. In addition, the reference shows that the first component U; satisfies

AU, = finQ,

U =0onTy={ze€Q|a;=0o0ra; =1},
U =0onTy={zxeQ|zy=0o0rxy =1},
03U =0onTs={xecQ|zs=0o0rz3=1}

(A1)

and similarly the other two components by interchanging the roles of the faces. We thus only study
the case of U;. We follow the ideas of the Neumann case but now with the eigenbasis of the from

sin(wkx) cos(mly) cos(mmz)

in mind. This means odd reflections in x;-direction and even reflections on z,- and zs3-direction.
We therefore introduce the spaces

H},(Q) ={pe H(Q) | ¢ =0onTy},
H2 () = {p e HX(Q) | ¢ =0on Ty, d,p = 0 on T, UTs}.

If Q is replaced by a larger cube QS, we denote by T'; == {z € 895 | z; = —s or z; = s}. For a
function f € C (Q)7 we define the mixed extension M DN f = foxe With

f(x1, 22, x3), z1 € (0,1),z2 € (0,1), 23 € (0,1),
f(x1, 22, —x3), z1 € (0,1),z2 € (0,1), 23 € (—1,0),
f(z1, —x2, —x3), x1 € (0,1), 22 € (—1,0), 23 € (—1,0),
fxq, xg,xg) x1 € (0,1),22 € (—1,0), 23 € (0,1),
Jex (@1, 22, 3) = —f(—z1, z2, x3), x1 € (—1,0),z2 € (0,1),z3 € (0,1),
—f(—z1, 22, —x3), x1 € (—1,0),z2 € (0,1), 25 € (—1,0),
—f(—z1, —x2, —x3), x1 € (—1,0), 22 € (—1,0), 23 € (—1,0),
—f(—x1, —x2,3), x1 € (—1,0), 22 € (—1,0),:173 € (0,1).

As in the Neumann case, this extension preserves the regularity of the inserted functions.

Lemma A.3. Let f € Hy () and g € Hg ().

(a) Mp,n f € Hy () with [|[Mn fll @,y < 2% M fllm o)

(b) The periodic extension of Mp nf satisfies Mp v f € H&’l(ﬁgk+1) for all k > 1 with
||[Mp N fl| 1 ) < (2k +2)%||[Mp,n fll 1 () -

(§2k+1

(¢) Mp ng € HE (@) with [[Mp ngll o,y < 2°[|Mp ngllm2o
(d) The periodic extension of Mp nf satisfies Myg € Hg71(§2k+1) for all k > 1 with

1Ml 2 @) < (2K +2)*[|Mp g2 (0)-

Proof. The claims on H' are easily verified, as we preserve continuity at all faces. Further, the
computations for all faces where x; is either positive or negative are fully analogous to Lemma A.2
as all the normal traces vanish. Hence, we check the conditions at 7 = 0, and let for example
22,3 < 0. Then,

vfext('rthaxS) = Il,—l,—lvf|(x1’_;v27_w3)a
V fexe (1, T2, 73) = —1-71,71,71Vf|(_x1,

x1 >0

.’E1<0,

—x2,—x3)’
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and we obtain

lim 0, fexi(21,72,23) = lim 01 f(21, —w2, —23) = 01 f(0, —22, —73)
I1—>O+ m1—>0+
as well as
lim 0, fexi (21,72, 23) = lim 01 f(—21, —22, —w3) = 01 f(0, 22, —73),
114)07 d?1*>0+
and we also obtain here the continuity of the normal traces of the gradient. O

We can then turn to the proof of the second part of Theorem 2.6.

Proof of Theorem 2.6 (b). Let us recall that by part (a) U € H2(Q) solves
AU = G, U - v|go = curl U X v|gg = 0,
with G = F + curl H. The regularity of H and F and the conditions
curl H-v|po =F -v|ga =0 imply G € H(Q) and G - v|gq = 0.

Now taking the first component U;, wee see that f in (??) is given by the first component of

G, and thus satisfies f € Hj,(€2). Lemma A.3 further ensures that fu. € H&l(ﬁd) holds. For
U = Mp,nyU we argue as in the proof of Lemma 2.8 and observe that choosing the correct case
in the definition of Mp

AUl gy apmp) = VAU sy 0y = OO,y g ) = S (@1 22,3)

with m = 0 for 1 > 0 and m = 1 for z1 < 0. Hence, U, € H&l(ﬁg) solves the mixed problem
(??) with right-hand side f.; € H&)l(ﬁg). Again, interior regularity for elliptic problems (cf.
[33, Theorem 6.3.2]) gives U = Uy |o € H3(Q) with

1Ullm30) S Wexill 2@,y + 1 fextll gy S 11U0lL2e) + 1 f (0,
which yields the claim. O

APPENDIX B. PROOFS OF ADDITIONAL AUXILIARY RESULTS

In this section, we present the proofs of Lemma 5.6 and Lemma 6.1.

Proof of Lemma 5.6. Using 0, E(u, A)p = 0 and 0a E(u, A)B = 0, we obtain the identity
<E//(u7 A) (’LL7 A-)7 (1/1H> Ch)>
= Re/ (éVqu Au) - (éVi/)H + A@/}H)* + (Jul* = Dwpy; + 2Ju/*uyy dx
Q
1
+ / 2[ul?A - Cp, + = Re(iu*Vu + iu*Vu) - Cp da
Q R
1
+ / 2Re(urpyy)|Al? + - Re(iv*Vyy + iy Vu) - Adz
Q
+ / |u|>Cy, - A + curl Cy, - curl A + div Cy, - div A dz
Q
1
= Re/ 2lul?usbyy de + / 2[u|*A - Cp, + — Re(iv*Vu) - Cp dz
Q Q k

1
(B.1) + / 2Re(urbyy)|Al? + - Re(iu* Vg + i Vu) - A+ H- curl Gy da.
Q
Analogously, the same identity holds for (E" (ug, Ap)(um, Ar), (¥, Cr)) if we replace (u, A) by
(umg, Ap) at all occurrences. Next, we use the decomposition
g = E”(u, JA)(U7 A) - E”(uH, Ah)(uH, Ah) + E”(UH, A}L)(UH, Ah) - E”(u, A)(U,H7 Ah)

=:€1 =i€2
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to sort the terms and treat them together. For the first term we obtain with (B.1) that

61(1/1H,Ch) = Re/?(\u|2uf|uH|2uH)w;Idx + /2(|u|2Af|uH\2Ah)~Chdz
Q Q

=ik =ikx2
1
—l—/ —Re(iv*Vu — iuyVuy) - Cpdz + / 2Re(urpiy)|A|? — 2Re(ugly)|An|* do
Qk Q
=:q3 =ilQg

1 1
+/ - Re(iu*Vz/JH + iz/;}}Vu) -A— p Re(iu}Vz/}H + iwf{VuH) Ay dx.
Q

=:a5

Using
Re/ (%VUH + Apup) - (di/)H —|—Ah1/JH)* - (iVuH + Aug) - (%V(/JH + ATPH)*dx
Q

B2) = RE/ 2 Vur - (Ap = A)jy — cun (A — A)VYG + (A — [AP)upyy; d,
Q

the second term satisfies
e2(tu, Ch (E" (upr, Ap)(um, Ap), (Yu, Cp)) — (E" (u, A)(um, Ap), (¥ur, Cr))

) =
= Re/ﬂ(%VuH + Apug) - (éwH + Anvn) " + (Junl? = Duwdy + ufugdy + luaPundy de
+ /QQRe(uHufq)Ah -Cp + %Re(iuj‘unH + quVuH) - Cpdx

+ /Q2Re(uH1/)j‘g)Ah AL+ %Re(iufqva + iw}}VuH) <Ay dx

+ /Q lugr|*Ch, - Ay + curl Cy, - curl Ay, + div Cy, - div Ay, da

= Re [ (Vi -+ Aun) - (Vi + M)+ (= sy + i+ Py da

— /QQRe(uu’;I)A -Cy, + %Re(iu*VuH + iuquu) -Cpdr

— /QQRe(uz/J}})A A+ %Re(iu*VzﬂH + iwj‘un) Ay dx

- 5 |u|>Cp, - A + curl Cy, - curl Ay, + div Cy, - div Ay, dz

B.2 * *
B2 Re / 2 (Jurrl? — [ul?)umdls + (uly — w?)ugyy do
Q

=:f1
+ / 2Re(upguly)Ay - Cp + (Jup|* — |u/*)Ay - Cr, — 2Re(uuly)A - Cp da
Q

=:f32
1
+ / - Re(i(upg —u)*Vug + iuf;(Vug — Vu)) - Cp, dz
Q

=:f3
+ /(3|Ah|2 — |A®)Re(ugvly) — 2A - Ay Re(upyy) da
JQ

=:f4
+ Re (; /Q (Ap—A) - (Vugi —ugVg) + (ug —u)* Vg + ¥ Viug —u)) - Ay dx) .

=:fs
We investigate the various terms. For brevity, let us define ey := u — ug and Ej, := A — Ay,
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a1 + [Bq: First, we note that with uy = u — ey we obtain
2(JulPu — lugPug) = 2(Julu— (Ju]* —u*en — efyu+ leg|*)(u —en))
= 4lul’eqy + 2uel — len|* +ule|? — uted +enlen|?
as well as
2(un|* = ul?)un + (udy — u®)ujy
= 2(Ju]® —u'ey —efu+len)® — [ul?)(u—en) + (u* — 2uey + e —u?)(u—ep)*

= —AulPey —2u?ely + 3uted + 6len|*u — 3ey|en |’

Consequently,
a1+ 61 = |Re/Q C(Julu = JunPur) +2(Junl® = Ju*)un + (uf — u®)ujy) Y dal
~ |Re /Q((7“ ~ Dfen]? + 2ute — 2emlen|?) ¥ daf
< 10(lemllFallvmllcz + 2 lenlFelval L2

as + Po: First, we note that

2(Jul?A — lug|?Ap) + 2Re(uguy)An + (lugl® — |[ul?)An — 2Re(uul) A
= 2ufA+ (lug|® — [ul*)An — 2Re(uul)A = |u—ug|*A + (Jug|* — |u|?) (A, — A).

With this, we obtain again with ey = u —uy and E, = A — A,

‘042+ﬂ2| = |/ |6H|2A~Ch+(|uH|2—|u|2)Eh~ChdI|
Q

A

< llenllZllAlzsIChlILs + llemllzs Bl s Chll s ur|+ulll 4
< (lemllzs + IEnlZa) ICH] -
as + B3: We use
uVu —uyVug + (ug —u) " Vug +up(Vug — Vu) = (u—ug) (Vu— Vug)
to obtain

|z + 3]
|1
K

/ Re(iv*Vu — iuf;Vug) - Cp — Re(i(ug — u)*Vuy + iuj (Vug — Vu)) - Cp da
Q

1
E Re/ (u— w)* (Vi — Vug) - Cp daf
Q

IxVenlc2llemlzallCrllzs < (lealizy + llemlIZs) ICn ] -

IN

a4 + B4: Noting that
2Re(uvfy)|Al* — 2Re(unvyy)|Anl* + (3|An|* — |A]*) Re(umy;) — 2A - Ay Re(uty)
= Re(uyjy)|A — Ap” + Re((u — un)¥y) (A — Ap) - (A + Ay),

we obtain with the bounds from Lemma 5.1

s+ Bl = | / Re(uriy)|A — Anl® + Re((u — um)y) (A — Ar) - (A + Ay) da|

< A = AnlZallvmlle + lu = walloo Va2 |A = AnllLs[|A + Al Lo
S (lemllfe + 1ElZs +1EnlZe) 1 2
as + B5: It holds
(U*V1/JH + T,/JEVU) A — (uEV’l[)H + IZJEVUH) <Ay

+ (Ap—A) - (Vugy —uaVog) + (ug —uw)*Vou + 5 V(ug —u)) - Ay
= (W'Vvg +ugVyy) (A —Ap) + 5 (Vu—Vug) - (A—Ay).
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Together with Re 1uv*Vyg) = Re (u(iVipg)*) = —Re (iu Vi), we hence obtain

|as + Bs|
= %|/9Re(i (w*Vibrr + un Vi) - (A — Ap) + 103 (Vu— Vuy) - (A—Ay)) dal

%| /Q Re(i (ug —w)VE - (A — Ap) + 1v5(Vu—Vug) - (AfAh)) dz|

l|/ Re(i2(ug — )V - (A — Ap) + ivg(ug —u) - div(A—Ay)) do
ko Ja

2|5 Vmllrzllu — upllps[|A = Anllzs + |5 ¢mllpellu — wpl|pa|| div(A — Ap)| L2
(le —urlis + | A — ApllFn) 1wl -

IZANVAN

It remains to sum up the previous estimates. We obtain

lo(Vu,Cr)| < |oa + Bi| + |ag + Bo| + |az + B3] + |aa + Ba| + |as + Bs
S (lu—unllie + lu—uwnlfn + 1A = AnllFn) (1wl ay + 1Chlla),

and thus the assertion. O

Proof of Lemma 6.1. The proof follows [44, Lem. 10.8] with some modifications to account for the

missing coercivity of a4°P(-,-) on H'(2) and the influence of « on the estimates. Let @}P" € VEOP
be arbitrary, then we can write it as PP = (1 — C)ppy for some ¢y € Vy. By definition of the
corrector C we have for the L2-projection 7EFM : H1(Q) — Vy that 75FM(Cpy) = 0 hence with

the approximation properties of 7™ we conclude

(B.3) IComllzz = I(1 = Con — mr™ (L= Chon)llr: S HIIV(L = C)pnl 2.

Next, we obtain from a°P((1 — C)¢m,Ceu) = 0 that

LIV - Cpnlls < aa((l—Com (1 - Con)
_ aA«l—cwH,soH)+/Q<\A|2+1)|<1—c>goH|2dx

< (=gl + slenlin + 101 = Cenlis,

for any § > 0 using Young’s inequality. Hence, for sufficiently small § (independent of H or k),
we conclude (1 = C)en|3: S lleull?y + [[(1 = C)em |32 which we can further estimate with the
standard inverse inequality in Lagrange FE spaces as

=V = C)enlli lerllZ: + =gz lenllis + 11— C)emli:
(1 + =) (er, (1= Cpm)e + [|(1 = C)om |7
L+ =)l (1 = C)enliz + (1 + =) (Con, (1= C)pm)Le

1+ 2z + DN = COemlls + 6 (1 + =)lIConllZ

INT NN A

(1 + gz + DN = COemlls + 6 (H? + 5)IVA = C)enllr2.

Using H < k71, we can absorb the right term for sufficiently small § into the left-hand side and
conclude

=V =Cenlli: < Zpll1-Cpnli O
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