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Abstract

This work describes and analyzes the domain derivative for a time-dependent acoustic
scattering problem. We study the nonlinear operator that maps a sound-soft scattering
object to the solution of the time-dependent wave equation evaluated at a finite number
of points away from the obstacle. The Fréchet derivative of this operator with respect to
variations of the scatterer coincides with point evaluations of the temporal domain deriva-
tive. The latter is the solution to another time-dependent scattering problem, for which
a well-posedness result is shown under sufficient temporal regularity of the incoming wave.
Applying convolution quadrature to this scattering problem gives a stable and provably con-
vergent semi-discretization in time, provided that the incoming wave is sufficient regular.
Using the discrete domain derivative in a Gauss–Newton method, we describe an efficient
algorithm to reconstruct the boundary of an unknown scattering object from time domain
measurements in a few points away from the boundary. Numerical examples for the acoustic
wave equation in two dimensions demonstrate the performance of the method.

Mathematics subject classifications (MSC2020): 35R30, 65N21

Keywords: inverse scattering, wave equation, temporal domain derivative, convolution quadrature

Short title: The temporal domain derivative in inverse scattering

1 Introduction

Understanding the effects of boundary perturbations on measurements of a solution to a partial
differential equation is a key difficulty in many applications, such as inverse scattering and shape
optimization. When the magnitude of boundary perturbation becomes small, their impacts
are, at leading order, described by the domain derivative. The domain derivative is typically
expressed as a solution to a partial differential equation that leaves the original equation in
the relevant domains unaffected, whereas boundary or transmission conditions change to a
term that depends on the solution of the unperturbed problem and the perturbation’s normal
component. In the context of time-harmonic wave phenomena, an extensive literature studying
the domain derivative has been developed in the last decades, starting from the pioneering
work about sound-soft scattering for the Helmholtz equation in [29]. Afterwards, different
boundary conditions for the scatterer were studied, such as e.g. Robin boundary conditions in
[24],[25], nonlinear impedance boundary conditions in [13] or transmission conditions in [24, 26].
An efficient reconstruction method for three-dimensional sound-soft obstacles based on domain
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Figure 1: Scattering from a kite-shaped obstacle D. In the left and middle plot the solid black
stripe represents the support of the incoming wave ui. Diamonds represent receivers that detect
the scattered wave u. Visualizations of u at the receivers 1 and 2 are found in the right plot.

derivatives has been proposed in [22]. Domain derivatives for the time-harmonic Maxwell’s
equations featuring the perfect conductor boundary condition as well as transmission boundary
conditions were studied in [19, 20, 27]. A different approach in developing shape derivatives for
scattering problems is to represent waves using single and double layer potentials and to derive
these representations with respect to variations of the domain. For the time-harmonic Helmholtz
equation this was done in [16, 28, 33, 35], for time-harmonic Maxwell’s equations see [11, 16, 34].
In this paper, we study a well-posedness result of the time-dependent domain derivative related
to the exterior sound-soft scattering problem. In order to introduce this problem, let Ω = Rd\D
for the dimensions d ∈ {2, 3} denote the complement of a bounded scatterer D, having a C2

boundary Γ = ∂Ω. The acoustic wave equation in the exterior connected domain Ω in a finite
time interval [0, T ] with final time T > 0 reads

∂2
t u−∆u = 0 in Ω× [0, T ] . (1.1)

Let ui be an incident wave, which fulfills the acoustic wave equation in the entire space Rd and
for all times. Furthermore, the support of ui at time t = 0 shall not intersect with the boundary
of the obstacle Γ. This condition guarantees vanishing initial conditions for the scattered wave
u and its derivatives. The boundary condition formulated for the scattered wave u in presence
of a sound-soft scattering object reads

u(x, t) = −ui(x, t) on Γ× [0, T ] . (1.2)

A sketch of the scattering problem is found in Figure 1. The initial support of the incoming
wave ui is visualized as the solid black stripe that is found in the left plot. As time proceeds, ui

impinges on the obstacle and produces the scattered wave u seen in the middle plot. Receivers
that measure the scattered wave are indicated by diamonds. Visualizations of the measurements
at the receivers 1 and 2 are found in the right plot.

We understand the direct problem as the task of computing the scattered wave u at selected
points in Ω, given the incident wave ui and the obstacle D. Regarding Figure 1, this refers to
the determination of u at the receivers, as depicted in the right plot. In contrast, the inverse
problem that we study consists of the challenge to reconstruct the scattering object D from
given measurements of the scattered wave u at some receivers in Ω and given knowledge on the
incoming wave ui.

For shape identification methods in the time-domain, qualitative methods for the wave equa-
tion such as the linear sampling and factorization method were studied in [8, 9, 10, 15, 17, 18].
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For time-dependent Maxwell’s equations a linear sampling has been studied in [31]. Recently,
efforts have been made to use iterative shape reconstruction methods for time-dependent scat-
tering problems. In [39] and [40] shape reconstructions are considered for the acoustic wave
equation and the elastic wave equation, respectively. The methods presented in these works
use a discrete number of frequencies, which are generated from the convolution quadrature
method to formulate several frequency-domain scattering problems. Afterwards, frequency-
domain boundary integral operators are linearized with respect to the two-dimensional bound-
ary’s parametrization to construct an iterative domain reconstruction method. At its core, the
initial time-domain scattering problem is replaced by several frequency-domain problems.

In order to derive the temporal domain derivative we apply the Laplace transform to the
wave equation (1.1) and utilize results similar to those, which were established for the time-
harmonic Helmholtz equation in [29]. Tracking dependencies on powers of the complex-valued
wave number and the norm of the incoming wave, an inverse Laplace transform provides require-
ments on the time regularity on the incoming time-dependent wave necessary to guarantee the
existence of the temporal domain derivative. Moreover, we conclude that the temporal domain
derivative is the unique solution to a time-dependent scattering problem featuring a boundary
condition inherited from the Laplace domain. Discretizing this scattering problem yields nu-
merical schemes for the temporal domain derivative. We discretize this scattering problem in
time by the convolution quadrature method based on Runge–Kutta multistage methods.

We understand the inverse shape reconstruction problem as the determination of the bound-
ary Γ from several point evaluations of the corresponding time-dependent scattered wave. The
temporal domain derivative provides the Fréchet derivative of the functional corresponding to
point evaluations of the scattered wave. Moreover, by using the framework of temporal con-
volution operator and boundary integral equations, we obtain a well-posedness result for the
discretization in time for this Fréchet derivative. Finally we set up a Gauß–Newton method
for the iterative reconstruction of a two-dimensional sound-soft scattering object and provide
numerical examples.

The paper is structured in the following way. In Section 2, we recall the time-harmonic
setting of the scattering problem. Crucial frequency explicit estimates for the solution to the
scattering problem are shown in Proposition 2.1 and subsequently for the domain derivative
in Proposition 2.2 and Proposition 2.3. In Section 3, we use these results to obtain well-
posedness results and bounds for the temporal domain derivative, formulated in Theorem 3.3.
Subsequently in Section 4, a convolution quadrature time discretization based on a Runge–
Kutta time stepping method is employed, which yields a time-discrete approximation to the
domain derivative. General convolution quadrature approximation results and the bounds for
the Laplace domain problem of Section 2 give the error estimates formulated in Theorem 4.4.
In Section 5, we use the simple space discretization method introduced in [12] to obtain a
fully discrete approximation to the domain derivative using closed curves in R2 to describe
our scattering object. Adding some regularization terms, a Gauß–Newton type method for the
reconstruction of a curve in the context of a time-dependent two-dimensional scattering problem
is presented. Finally, in the last section, numerical experiments demonstrate the feasibility of
the method for different configurations of the scattering problem.

2 Frequency dependent estimates in the Laplace domain

The wave equation (1.1) together with the Dirichlet boundary condition (1.2) has a unique
solution. The time and space regularity of u depends on the regularity of the incoming wave
on the boundary. Precise formulations of these regularities require adequate Sobolev spaces
and thus, discussions on the well-posedness of (1.1)-(1.2) are found in the next chapter, more
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precisely, in Corollary 3.1.
Our study starts in the Laplace domain, in which we derive frequency explicit results appli-

cable for the Helmholtz equation - the frequency domain pendant to the acoustic wave equation.
For any causal function g, we define the Laplace transform L as

L{g}(s) :=

∫ ∞
0

e−stg(t) dt for any s ∈ C+ := {z ∈ C | Re z > 0} .

The Laplace transform of temporal solutions of the acoustic wave equation constitute a solution
of the Helmholtz equation in the exterior domain Ω = Rd \ D. For s ∈ C with Re s > 0, the
formulation for the scattered field û = L{u} in the Laplace domain reads

∆û− s2û = 0 in Ω , (2.1a)

û = −ûi on Γ , (2.1b)

where ûi = L{ui} is the Laplace transform of the incident field, which is a solution to the
Helmholtz equation in the entire space Rd. Both û and ûi depend on s ∈ C+ and x ∈ Ω.

2.1 Potential and boundary integral operators

We recall the potential and boundary operators associated to the Helmholtz problem, as de-
scribed for example in [7, 37]. First, we introduce the fundamental solution Φs(x,y) given
by

Φs(x,y) :=


i

4
H

(1)
0 (is|x− y|) , d = 2 ,

e−s|x−y|

4π|x− y|
, d = 3 ,

for x,y ∈ Rd , x 6= y ,

where H
(1)
0 denotes the Hankel function of the first kind and order 0. The single-layer potential

is then defined by S(s) : H−1/2(Γ)→ H1
∆(Ω) with

[S(s)ϕ](x) :=

∫
Γ

Φs(x,y)ϕ(y) ds(y) , x ∈ Ω , (2.2)

where H1
∆(Ω) = {u ∈ H1(Ω) : ∆u ∈ L2(Ω)}. The double-layer potential is defined as

D(s) : H1/2(Γ)→ H1
∆(Ω) with

[D(s)ψ](x) :=

∫
Γ
∂νyΦs(x,y)ψ(y) ds(y) , x ∈ Ω ,

where νy denotes the exterior unit normal vector at y ∈ Γ. Any solution û to the Helmholtz
equation (2.1a) fulfills the representation formula

û(x) = −[S(s)∂ν û](x) + [D(s)γû](x) , x ∈ Ω , (2.3)

which is the Laplace domain pendant to Kirchhoff’s formula (see [7, Sec. 4.8]), where γû and
∂ν û denote the trace from H1(Ω) to H1/2(Γ) and the normal trace from H1

∆(Ω) to H−1/2(Γ),
respectively. We define H1

0 (Ω) = {u ∈ H1(Ω) : γu = 0}. The boundary integral operator
associated to S(s) is given by V(s) : H−1/2(Γ)→ H1/2(Γ) with

[V(s)ϕ](x) :=

∫
Γ

Φs(x,y)ϕ(y) ds(y) , x ∈ Γ . (2.4)
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Problem (2.1) is uniquely solved by a single-layer approach as outlined below. Suppose that
û(x) = [S(s)ϕ̂](x) for x ∈ Ω and for a density ϕ̂ ∈ H−1/2(Γ) yet to be determined. Applying
the trace operator γ to both sides and using the boundary condition (2.1b) gives that −ûi(x) =
[V(s)ϕ̂](x) for x ∈ Γ. By the coercivity of the single-layer operator, it follows that V−1(s) :
H1/2(Γ)→ H−1/2(Γ) is bounded and∥∥V−1(s)

∥∥
H−1/2(Γ)←H1/2(Γ)

≤ Cσ
Re s
|s|2 , Re s ≥ σ > 0 (2.5)

(see [7, Thm. 4.6]). Thus, the density ϕ̂ may be represented via ϕ̂ = −V−1(s)γûi. We obtain
the solution û by using this density in the representation from above, i.e.

û(x) = −[S(s) V−1(s)γûi](x) , x ∈ Ω . (2.6)

In our special case, in which we assume ûi|D to be a solution to the Helmholtz equation, i.e.,
∆ûi− s2ûi = 0 in D, the density ϕ̂ possesses a special representation, namely ϕ̂ = −∂ν(û+ ûi).
To see this, we first apply Green’s formula to ûi and afterwards to Φs(x, ·), what shows that

−[S(s)∂ν û
i](x) + [D(s)γûi](x) = 0 , x ∈ Ω (2.7)

(cf. [30, Thm. 5.39]). Adding (2.3) and (2.7) and using (2.1b) yields that

−
[
S(s)

(
∂ν(û+ ûi)

)]
(x) = û(x) for x ∈ Ω . (2.8)

Applying the trace γ to both sides of (2.8) yields that

V(s)
(
∂ν(û+ ûi)

)
= γûi or equivalently, − ∂ν(û+ ûi) = −V−1(s)γûi = ϕ̂ . (2.9)

For û as defined in (2.6) it holds that (see also [2, Prop. 1])

‖û‖|s|,Ω :=
(
‖∇û‖2L2(Ω) + ‖sû‖2L2(Ω)

)1/2
≤ Cσ

Re s
|s|3/2

∥∥γûi∥∥
H1/2(Γ)

, Re(s) ≥ σ > 0 . (2.10)

The norm ‖ · ‖|s|,Ω is equivalent to the natural norm on H1(Ω), since (see also [7, Sec. 4.4])

min{1, |s|}‖û‖H1(Ω) ≤ ‖û‖|s|,Ω ≤ max{1, |s|}‖û‖H1(Ω) . (2.11)

The scalar product that induces ‖ · ‖|s|,Ω is given by

〈û, v̂〉|s|,Ω := 〈∇û,∇v̂〉L2(Ω) + |s|2〈û, v̂〉L2(Ω) . (2.12)

In this work we require pointwise bounds on the scattered wave û, which follow from applying
a dual argument directly to the integral form of the potential operators. This is found in [6,
Lem. 7] for the single layer operator in d = 3. The proof is directly applicable to the double-
layer potential for d = 3. For dimension d = 2 the proof can be done similarly by noting that

(H
(1)
0 )′ = −H(1)

1 and using the estimate (see e.g. [1, Eq. 9.2.3])

|H(1)
ν (is|x− y|)| ≤ C|s|−1/2|x− y|−1/2e−Re s|x−y| for s ∈ C+ with Re s ≥ σ and fixed ν ,

with x ∈ Ω and y ∈ D. We therefore obtain the estimates

|[S(s)ϕ](x)| ≤ C(σ, dist(x,Γ))| |s|(d−1)/2 e−dist(x,Γ) Re s ‖ϕ‖H−1/2(Γ) , ϕ ∈ H−1/2(Γ) , (2.13a)

|[D(s)ψ](x)| ≤ C(σ, dist(x,Γ)) |s|(d−1)/2 e−dist(x,Γ) Re s ‖ψ‖H1/2(Γ) , ψ ∈ H1/2(Γ) , (2.13b)

where the constant C(σ, dist(x,Γ)) depends on σ−1 and on dist(x,Γ)−(d−1)/2 for both dimen-
sions d = 2, 3.

We study the frequency dependence of H2 solutions to ∆û−s2û = 0 in the next proposition.
The proof can be done as the proof of [14, Thm. 8.8, Thm. 8.12] by additionally tracking
dependencies on powers of |s|.
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Proposition 2.1. Let D be a bounded C2-domain and let Ω = Rd \D with boundary ∂Ω = Γ.
Further, let ĝ ∈ H3/2(Γ) and let O ∈ {D,Ω}. Then, the unique solution v̂ ∈ H1(O) of

∆û− s2û = 0 in O , (2.14a)

û = ĝ on Γ (2.14b)

is also in H2(O) and satisfies

‖û‖H2(O) ≤ Cσ
|s|5/2

(Re s)1/2
‖ĝ‖H3/2(Γ) , Re s ≥ σ > 0 (2.15)

with a constant Cσ > 0 that does not depend on the frequency s.

Proof. We only give a sketch of the proof. Due to our assumption that D is a C2 domain, the
trace operator γ : H2(O) → H3/2(Γ) has a bounded right inverse denoted by η : H3/2(Γ) →
H2(O). Since we assume ĝ to be in H3/2(Γ), the function ϕ := ηĝ ∈ H2(O) is well-defined.
Moreover, we define the function ŵ := û + ϕ ∈ H1

0 (O), where û ∈ H1(O) is the unique weak
solution to (2.14). Proceeding as in the proofs of [14, Thm. 8.8, Thm. 8.12] but tracking
dependencies on powers of |s| yields that ŵ ∈ H2(O) and

‖ŵ‖H2(O) ≤ C
(
max{1, |s|}‖ŵ‖|s|,O + max{1, |s|2}‖ϕ‖H2(O)

)
(2.16)

with a constant C > 0 that does not depend on the frequency s. The s-dependent norm on the
right hand side of (2.16) is defined in (2.10). Using the estimate in (2.10) with γûi replaced by
ĝ and the boundedness of η, i.e., ‖ϕ‖H2(O) ≤ C‖ĝ‖H3/2(Γ) yields the estimate (2.15).

2.2 The domain derivative in the Laplace domain

For the bounded C2 domain D we consider a vector field h ∈ C1(∂D,Rd) that is supposed to
deform ∂D. Precisely, let D ⊂ BR(0), with R > 0 sufficiently large and consider an extension
of h to BR(0) with support in a neighborhood of ∂D. The deformation

ϕ : BR(0)→ BR(0), ϕ(x) := x+ h(x)

maps D to Dh := ϕ(D). A variation of the boundary of the scattering object ∂D by h affects
the solution of the Helmholtz equation (2.1). Denote by

X :=
{

Γ ∈ C2 : there is a D ⊂ Rd open, bounded, connected such that Γ = ∂D
}

the set of admissible boundaries of scattering objects. Moreover, let zj ∈ Rd for j = 1, . . . ,M
be a set of discrete observation points away from all scattering objects under consideration and
let Z = {z1, . . . ,zM} be the set of all these observation points. We consider the Laplace domain
measurement operator

F̂ : X ×Z → C, F̂ (Γ, zj) := û(zj), for j = 1, . . . ,M , (2.17)

that maps both the boundary Γ = ∂D of a scattering object D and a spatial observation point
zj to the scattered wave û evaluated at x = zj . The next proposition, which is similar to [29,

Thm. 2.1], guarantees the existence of the Fréchet derivative F̂ ′[Γ, z] and furthermore, provides
a characterization in terms of a solution to the Helmholtz equation. The proof that we provide
here follows the proofs of [29, Thm. 2.1] and [26, Ch. 2.2]. Here, however, we perform estimates
explicit in terms of powers of |s| and the norm of the incident wave ui as we require this in
our analysis later on. Moreover, we do not have to truncate the domain as in the proof of [29,
Thm. 2.1] since the functions that we have to deal with are globally in H1. In what follows,
for two open and bounded sets D1, D2 ⊂ Rd the notation D1 ⊂⊂ D2 means that D1 ⊂ D2 and
dist(D1, ∂D2) > 0.
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Proposition 2.2. Let D be a bounded C2-domain and let ∂D = Γ ∈ X, h ∈ C1(Γ,Rd) and
û ∈ H2(Ω) be the unique solution of (2.1). Then, the Fréchet derivative F̂ ′[Γ, z]h of F̂ from
(2.17) exists and is given by the solution û′ ∈ H1(Ω) of

∆û′ − s2û′ = 0 in Ω

û′ = − (h · ν) ∂ν(û+ ûi) on Γ,
(2.18)

evaluated at z, i.e. F̂ ′[Γ, z]h = û′(z). The function û′ is called the domain derivative in
the Laplace domain. Moreover, let h0 > 0 and let D0 ⊂ Rd be a bounded domain such that
Dh ⊂⊂ D0 for all ‖h‖C1 ≤ h0 and z /∈ D0. Then, it holds that∣∣∣F̂ (Γh, z)− F̂ (Γ, z)− F̂ ′[Γ, z]h

∣∣∣
≤ C(σ, dist(z, ∂D0))e−dist(z,∂D0) Re s |s|3+d/2

(Re s)3
‖γûi‖H1/2(Γ)‖h‖

2
C1 , (2.19)

where the constant C(σ, dist(z,Γ)) depends on σ−1 and on dist(z,Γ)−(d−1)/2 for the dimensions
d = 2, 3.

Proof. Let D1 ⊂ Rd be a bounded domain such that D0 ⊂⊂ D1. Moreover, let χ ∈ C∞(Rd) be
a cut-off function such that χ = 1 in D0 and χ = 0 in Rd \D1. The weak formulation of (2.1)
can be formulated as the task to find ŵ = û + ûiχ ∈ H1

0 (Ω) such that a(ŵ, v) = f(v) for all
v ∈ H1

0 (Ω) where

a(ŵ, v) :=

∫
Ω
∇ŵ · ∇v + s2ŵv dx and f(v) :=

∫
D1\D0

∇χ · (ûi∇v − v∇ûi) dx . (2.20)

The weak formulation of (2.1) with D and û replaced by Dh and ûh, respectively, can be
formulated as the task to find ŵh = ûh + ûiχ such that ah(w̃h, v) = f(v) for all v ∈ H1

0 (Ω)
where w̃h = ŵh ◦ ϕ and

ah(w̃h, v) :=

∫
Ω

(
∇w̃h · J−1

ϕ (J−1
ϕ )>∇v + s2w̃hv

)
det(Jϕ) dx . (2.21)

The term Jϕ denotes the Jacobian of ϕ. The Riesz representation theorem shows that there is a
well-defined boundedly invertible linear operator T : H1

0 (Ω) → H1
0 (Ω) such that 〈Tw, v〉|s|,Ω =

a(w, v) for all w, v ∈ H1
0 (Ω) with the scalar product defined in (2.12). In the same way, there

is a bounded linear operator Th : H1
0 (Ω) → H1

0 (Ω) such that 〈Thw, v〉|s|,Ω = ah(w, v) for all
w, v ∈ H1

0 (Ω).
By [26, Lem. 2.2] (see also [19, Lem. 3.2]) it holds that

‖det(Jϕ)− 1− div(h)‖L∞(Ω) ≤ C ‖h‖2C1 , (2.22a)∥∥∥J−1
ϕ (J−1

ϕ )>det(Jϕ)− I + Jh + J>h − div(h)
∥∥∥
L∞(Ω)

≤ C ‖h‖2C1 . (2.22b)

Moreover, since (J−1
ϕ )> = I − J>h +O(‖h‖2C1), we find for ‖h‖C1 < h0 with h0 > 0 sufficiently

small that

c1|x| ≤ |(J−1
ϕ )>x| ≤ c2|x| and c3 ≤ det(Jϕ) ≤ c4 with cj > 0 for 1 ≤ j ≤ 4 , x ∈ Rd .
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Thus, for any w ∈ H1
0 (Ω),

min{c2
1c3, c3}Re s‖w‖2|s|,Ω = min{c2

1c3, c3}Re s

∫
Ω
|∇w|2 + |s|2|w|2 dx

≤ Re s

∫
Ω

(
|J−>ϕ ∇w|2 + |s|2|w|2

)
det(Jϕ) dx = Re (ah(w, sw))

≤ |ah(w, sw)| = |s||〈Thw,w〉|s|,Ω| ≤ |s|‖Thw‖|s|,Ω‖w‖|s|,Ω ,

implying that T−1
h exists for ‖h‖C1 < h0 and

‖T−1
h ‖H1

0 (Ω)←H1
0 (Ω) ≤ C

|s|
Re s

(2.23)

for a constant C > 0 that does not depend on ‖h‖C1 and s. Moreover,

‖(Th − T )w‖2|s|,Ω = |ah(w, (Th − T )w)− a(w, (Th − T )w)|

=

∣∣∣∣∫
Ω
∇w ·

(
J−1
ϕ (J−1

ϕ )>det(Jϕ)− I
)
∇
(
(Th − T )w

)
+ s2w (det(Jϕ)− 1) (Th − T )w dx

∣∣∣∣
and by (2.22), combined with the Cauchy–Schwarz inequality, this yields

‖(Th − T )w‖|s|,Ω ≤ C‖w‖|s|,Ω ‖h‖C1 . (2.24)

By the Riesz representation theorem, the weak formulations to find ŵ, w̃h such that a(ŵ, v) =
f(v) and ah(w̃h, v) = f(v) for all v ∈ H1

0 (Ω) are equivalent to determine ŵ, w̃h such that
Tŵ = F and Thw̃h = F for a F ∈ H1

0 (Ω). Thus, Th(w̃h − ŵ) = (T − Th)ŵ and using (2.23),
(2.24) and (2.10) this implies that

‖w̃h − ŵ‖|s|,Ω ≤ C
|s|5/2

(Re s)2

∥∥γûi∥∥
H1/2(Γ)

‖h‖C1 . (2.25)

Next, we show that there is a function W ∈ H1
0 (Ω) such that

1

‖h‖C1

‖w̃h − ŵ −W‖|s|,Ω ≤ max{1, |s|} |s|
5/2

(Re s)3

∥∥γûi∥∥
H1/2(Γ)

‖h‖C1 . (2.26)

Using (2.20) and (2.21) we find that

a(w̃h − ŵ, v) = −
(∫

Ω
∇w̃h ·

(
J−1
ϕ (J−1

ϕ )>det(Jϕ)− I
)
∇v + s2w̃h(det(Jϕ)− 1)v dx

)
(2.27)

for all v ∈ H1
0 (Ω). We define W ∈ H1

0 (Ω) to be the unique solution of

a(W, v) =

∫
Ω
∇ŵ ·

(
Jh + J>h − div(h)I

)
∇v − s2ŵdiv(h)v dx for all v ∈ H1

0 (Ω) . (2.28)

Then, by using (2.27), (2.28), (2.22), the Cauchy–Schwarz inequality, (2.25) and (2.10), we find
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that

1

‖h‖C1

|a (w̃h − ŵ −W, v)|

≤ 1

‖h‖C1

∣∣∣∣ ∫
Ω
∇(w̃h − ŵ) ·

(
J−1
ϕ (J−1

ϕ )>det(Jϕ)− I
)
∇v + s2(w̃h − ŵ)(det(Jϕ)− 1)v dx

+

∫
Ω
∇ŵ ·

(
J−1
ϕ (J−1

ϕ )>det(Jϕ)− I + Jh + J>h − div(h)I
)
∇v

+ s2ŵ (det(Jϕ)− 1− div(h)) v dx

∣∣∣∣
≤ C

(
‖w̃h − ŵ‖|s|,Ω ‖v‖|s|,Ω + ‖ŵ‖|s|,Ω ‖v‖|s|,Ω‖h‖C1

)
≤ C max{1, |s|} |s|

3/2

(Re s)2
‖γûi‖H1/2(Γ)‖v‖|s|,Ω‖h‖C1 .

Using v = w̃h − ŵ −W and Re s‖v‖|s|,Ω ≤ |s||a(v, v)| (see also [7, Proof of Lem. 4.9]) shows
(2.26).

It is left to show that the functionW defined by (2.28) has the representationW = û′+h·∇ŵ,
where ŵ = û + ûiχε ∈ H1

0 (Ω) with û as the unique solution to (2.1) and û′ ∈ H1(Ω) is the
domain derivative defined by (2.18). Due to our assumption that D is a C2-domain, we have
that ŵ ∈ H2(Ω) (see Proposition 2.1). Using the product rule, we find that

a(h · ∇ŵ, v) =

∫
Ω
∇(h · ∇ŵ) · ∇v + s2(h · ∇ŵ)v dx

=

∫
Ω
∇ŵ ·

(
Jh + J>h − div(h)I

)
∇v dx

−
∫

Ω

(
div
(
(h · ∇v)∇ŵ − (∇ŵ · ∇v)h

)
− (h · ∇v)∆ŵ − s2(h · ∇ŵ)v

)
dx

= a(W, v) +

∫
Ω
s2ŵdiv(h)v dx

−
∫

Ω

(
div
(
(h · ∇v)∇ŵ − (∇ŵ · ∇v)h

)
− (h · ∇v)∆ŵ − s2(h · ∇ŵ)v

)
dx

for all v ∈ H2(Ω) ∩H1
0 (Ω). It holds that (see also [29, p. 87])

∇ŵ ·
(
Jh + J>h − div(h)I

)
∇v

= div ((h · ∇v)∇ŵ + (h · ∇ŵ)∇v − (∇v · ∇ŵ)h)− (h · ∇ŵ)∆v − (h · ∇v)∆ŵ

and the use of Green’s formula gives that

a(W, v) = −
(∫

Ω
(h · ∇ŵ)∆v + (h · ∇v)∆ŵ + s2div(h)ŵv dx

)
+

(∫
Γ
(h · ∇v)(ν · ∇ŵ) + (h · ∇ŵ)(ν · ∇v)− (∇v · ∇ŵ)(ν · h) ds(x)

)
(2.29)

for all v ∈ H2(Ω)∩H1
0 (Ω). For any v ∈ H2(Ω)∩H1

0 (Ω) it holds that γ(∇v) = (ν · γ(∇v))ν and
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thus, using Green’s formula in (2.29) together with the fact that ∆ŵ = s2ŵ thus give

a(W, v) =

∫
Ω
∇v · ∇(h · ∇ŵ)− (h · ∇v)∆ŵ − s2ŵvdiv(h) dx

=

∫
Ω
∇v · ∇(h · ∇ŵ)− s2 (div(ŵvh)− (h · ∇ŵ)v) dx

=

∫
Ω
∇v · ∇(h · ∇ŵ) + s2(h · ∇ŵ)v dx = a(h · ∇ŵ, v)

and thus, a(W − h · ∇ŵ, v) = 0 for all v ∈ H2(Ω) ∩ H1
0 (Ω). Since the domain derivative

û′ ∈ H1(Ω) defined in (2.18) also satisfies a(û′, v) = 0 for all v ∈ H2(Ω)∩H1
0 (Ω) and additionally,

γ (W − h · ∇ŵ) = −(h · ν)∂νŵ = γû′, we conclude that û′ = W − h · ∇ŵ.
Finally, let z ∈ Ω and let h0 > 0 be such that Dh ⊂⊂ D0 for all ‖h‖C1 ≤ h0 and z /∈ D0.

Then, using that ûh(z)− û(z) = w̃h(z)− ŵ(z), the equality û′(z) = W (z), the representation
formula in (2.3) with both integral operators S(s) and D(s) integrating over ∂D0, the pointwise
estimates in (2.13), (2.11) and the bound in (2.26), we find that

|ûh(z)− û(z)− û′(z)| = |−[S(s) (∂ν (w̃h − ŵ −W ))](z) + [D(s) (γ (w̃h − ŵ −W ))](z)|
≤ C(σ, dist(z, ∂D0))|s|(d−1)/2e−dist(z,∂D0) Re s ‖w̃h − ŵ −W‖H1(Rd\D0)

≤ C(σ, dist(z, ∂D0))|s|(d−1)/2 max{1, |s|−1}e−dist(z,∂D0) Re s ‖w̃h − ŵ −W‖|s|,Ω

≤ C(σ, dist(z, ∂D0))e−dist(z,∂D0) Re s max{1, |s|2}|s|
(d+2)/2

(Re s)3

∥∥γûi∥∥
H1/2(Γ)

‖h‖2C1 .

This ends the proof.

2.3 Frequency-explicit bounds for the domain derivative

Applying the bounds for the potential and boundary operators yields the following results.

Proposition 2.3. Let Re s ≥ σ > 0, the boundary Γ = ∂D at least C2 and h ∈ C1(Γ,Rd). Let
further û′ ∈ H1(Ω) denote the domain derivative from (2.18). Then, the following bound holds
in the natural H1-norm ∥∥û′∥∥

H1(Ω)
≤ Cσ

|s|4

(Re s)3/2

∥∥γûi∥∥
H3/2(Γ)

. (2.30)

Moreover, we have the following bound with respect to the L2-norm∥∥û′∥∥
L2(Ω)

≤ Cσ
|s|3

(Re s)3/2

∥∥γûi∥∥
H3/2(Γ)

. (2.31)

The constant Cσ in those estimates depends only on the boundary Γ and polynomially on σ−1.
Finally, for any point z ∈ Ω away from the boundary, we have the pointwise estimate∣∣û′(z)

∣∣ ≤ C(σ, dist(z,Γ))|s|(d+8)/2e−dist(z,Γ) Re s
∥∥γûi∥∥

H3/2(Γ)
. (2.32)

The constant C(σ, dist(z,Γ)) depends polynomially on σ−1 and on dist(z,Γ)−(d−1)/2 for the
dimensions d = 2, 3.

Proof. We start by applying the first Green identity to û′ ∈ H1
∆(Ω), which implies that for any

v ∈ H1(Ω) the representation∫
Ω
∇û′ · ∇v + ∆û′v dx = −

∫
Γ
(∂ν û

′)(γv) ds(x) (2.33)
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holds true. In (2.33) we set v = sû′, insert the Helmholtz equation for û′ as well as the boundary
condition from (2.18) and find that∫

Ω
s
∣∣∇û′∣∣2 + s

∣∣sû′∣∣2 dx = −s
∫

Γ
(∂ν û

′)(γû′) ds(x) = s

∫
Γ
(∂ν û

′) (h · ν) ∂ν(û+ ûi) ds(x) .

We continue by estimating the real part by the modulus from above to obtain

Re s

∫
Ω

∣∣∇û′∣∣2 +
∣∣sû′∣∣2 dx ≤ |s|

∥∥∂ν û′∥∥H−1/2(Γ)

∥∥∂ν(û+ ûi)
∥∥
H1/2(Γ)

‖h · ν‖C1(Γ) . (2.34)

The factor ‖h · ν‖C1(Γ) stays bounded for Γ ∈ C2 and h ∈ C1(Γ,Rd). By [7, Thm. 4.16] there
is a positive constant Cσ, such that

∥∥∂ν û′∥∥H−1/2(Γ)
≤ Cσ

|s|2

Re s

∥∥γû′∥∥
H1/2(Γ)

.

Applying this estimate to the first factor of (2.34) and Proposition 2.1 to the second one yields

Re s

∫
Ω

∣∣∇û′∣∣2 +
∣∣sû′∣∣2 dx ≤ Cσ

|s|11/2

(Re s)3/2

∥∥γû′∥∥
H1/2(Γ)

∥∥γûi∥∥
H3/2(Γ)

≤ Cσ
|s|8

(Re s)2

∥∥γûi∥∥2

H3/2(Γ)
,

where we used Proposition 2.1 again in the final inequality. Dividing by Re s and taking the
square root on both sides gives

‖û′‖|s|,Ω ≤ Cσ
|s|4

(Re s)3/2

∥∥γûi∥∥
H3/2(Γ)

. (2.35)

Using (2.11) now shows (2.30). The estimate in terms of the L2-norm in (2.31) is obtained by
omitting the first summand on the left-hand side and dividing through |s| on both sides.

We turn towards the stated estimate for point evaluations. Combining [7, Lem. 4.5] with
the estimate (2.35) gives∥∥∂ν û′∥∥2

H−1/2(Γ)
≤ |s|

∫
Ω

∣∣∇û′∣∣2 +
∣∣sû′∣∣2 dx ≤ Cσ|s|9

∥∥γûi∥∥2

H3/2(Γ)
.

By the trace theorem and (2.30) we moreover obtain∥∥γû′∥∥
H1/2(Γ)

≤ CΓ

∥∥û′∥∥
H1(Ω)

≤ Cσ|s|4
∥∥γûi∥∥

H3/2(Γ)
.

Now we apply the representation formula in (2.3) and use the pointwise estimates in (2.13) to
find that∣∣û′(z)

∣∣ =
∣∣−[S(s)(∂ν û

′)](z) + [D(s)(γû′)](z)
∣∣

≤ C(σ, dist(z,Γ))e−dist(z,Γ) Re s|s|(d−1)/2
(∥∥∂ν û′∥∥H−1/2(Γ)

+ ‖γû′‖H1/2(Γ)

)
.

The statement now follows by inserting the estimates for the traces of the scattered wave as
before. This ends the proof.
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2.4 Boundary integral equations for the domain derivative

We can now find an integral formulation for the domain derivative in the Laplace domain. By
(2.6) the solution to (2.18) is given by

û′ = −S(s) V−1(s)
(
(h · ν)∂ν(û+ ûi)

)
.

The aim is to replace (h · ν)∂ν(û+ ûi) by an operator taking a boundary density as an input.
For this purpose, we define the linear and bounded operator L(s) : H3/2(Γ)→ H1/2(Γ) by

L(s)g := Dh·ν (∂ν,DΛD − ∂ν,ΩΛΩ) g . (2.36)

In this definition, Dh·ν : H1/2(Γ) → H1/2(Γ) is given by Dh·νϕ = − (h · ν)ϕ. Moreover, the
operator ∂ν,O for O ∈ {D,Ω} denotes the normal trace in H2(O) where ν is always directed
into the domain Ω. Furthermore, ΛO : H3/2(Γ) → H2(O) is defined by ΛOĝ = v̂, where
v̂ ∈ H2(O) is the unique solution to (2.14). The terms ∂ν,DΛD and ∂ν,ΩΛΩ are the interior
and exterior Dirichlet-to-Neumann operators (see also [7, Sec. 4.8]). We define the linear and
bounded operator Fh : H3/2(Γ)→ H1(Ω) by

Fh(s) := S(s) V−1(s)L(s) . (2.37)

The operator family Fh(s) maps the incoming wave to the domain derivative in the Laplace
domain, i.e., the Fréchet derivative F̂ ′ of F̂ from (2.17) may be written as

F̂ ′[Γ, ·]h = Fh(s)γûi . (2.38)

By Proposition 2.3 we obtain bounds for Fh(s)ĝ with Fh(s) from (2.37) in different norms.
Moreover, if ĝ is the Dirichlet trace of an interior Helmholtz solution, then the definition of L(s)
from (2.36) admits a simpler, more useful form. This is collected in the next corollary.

Corollary 2.4. The operator family Fh(s) from (2.37) is bounded by

‖Fh(s)‖H1(Ω)←H3/2(Γ) ≤ Cσ
|s|4

(Re s)3/2
,

‖Fh(s)‖L2(Ω)←H3/2(Γ) ≤ Cσ
|s|3

(Re s)3/2
,

|Fh(s) · (z)|C←H3/2(Γ) ≤ C(σ, dist(z,Γ))|s|(d+8)/2e−dist(z,Γ) Re s , z ∈ Ω .

The constants have the same properties as the respective constants in Proposition 2.3. Moreover,
if ĝ = γûi|D ∈ H3/2(Γ) for ûi|D ∈ H2(D) satisfying ∆ûi − s2ûi = 0 in D, then

Fh(s)γûi = S(s) V−1(s)Dh·ν V−1(s)γui . (2.39)

Proof. The proof for the bounds can be done exactly as the proof of Proposition 2.3 by defining
û′ = Fh(s)ĝ for some ĝ ∈ H3/2(Γ) and proceeding as described in the proof.

For a function ûi as defined in the corollary, it holds that ΛDγû
i = ûi by the uniqueness of

the interior problem. Therefore, by the definition of L(s), the orientation of the unit normal ν,
(2.1) and (2.9), it holds that

L(s)γûi = Dh·ν (∂ν,DΛD − ∂ν,ΩΛΩ) γûi = Dh·ν∂ν(û+ ûi) = V−1(s)γûi ,

what shows the claimed representation for Fh(s)γûi.
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3 The domain derivative in the time domain

In order to carry over the results from the frequency domain into the time domain, we use the
setting of temporal Hilbert spaces, which we shortly introduce in the following. This is based
on the work [32].

3.1 Temporal convolutions and Hilbert spaces

Consider the analytic family of bounded linear operators K(s) : X → Y , Re s ≥ σ > 0, which
are defined between Hilbert spaces X and Y . Let K be polynomially bounded, i.e. let there
exist a real κ ∈ R and ν ≥ 0, and for every σ > 0 let there exist Mσ <∞, such that

‖K(s)‖Y←X ≤ Mσ
|s|κ

(Re s)ν
, Re s ≥ σ > 0 . (3.1)

Any K that fulfills this bound is the Laplace transform of a distribution of finite order of
differentiation with support on the non-negative real half-line t ≥ 0 (see also [7, Cor. 2.4]). For
a temporal function g : [0, T ] → X, which is sufficiently regular when extended by 0 on the
negative real half-line, we define the Heaviside operational calculus notation by

K(∂t)g := L−1{K} ∗ g . (3.2)

The temporal convolution-type operator K(∂t) defined in (3.2) acts on causal distributions with
values in X. Applied to a temporal distribution g, the expression K(∂t)g is a causal distribution
with values in Y and its Laplace transform is given by L{K(∂t)g}(s) = K(s)L{g}(s).

The associativity of convolutions and the product rule of Laplace transforms moreover yields,
for two families of operators K(s) and L(s) mapping into compatible spaces, the composition
rule

K(∂t)L(∂t)g = (KL)(∂t)g . (3.3)

Let X be a Hilbert space and let Hr(R, X) be the Sobolev space of order r ∈ R of X-valued
functions on R. Moreover, on finite intervals (0, T ), we write

Hr
0(0, T ;X) := {g|(0,T ) : g ∈ Hr(R, X) with g = 0 on (−∞, 0)} ,

where the subscript 0 in Hr
0 only refers to the left end-point of the interval. The norm on

Hr
0(0, T ;X), which may be defined via a quotient norm, is equivalent to the norm ‖∂rt ·‖L2(0,T ;X).

Moreover, by the Plancherel formula, this norm is equivalent to the Laplace domain interpre-
tation (∫

σ+iR
|s|2r ‖L{g}(s)‖2X ds

)1/2

for any σ > 0 .

The temporal convolutional operator defined in (3.2) is also bounded by the Plancherel
formula. We formulate this standard result here, for the convenience of the reader (see [32,
Lem. 2.1]): Let K(s) be bounded by (3.1) in the half-plane Re s > 0. Then, K(∂t) extends
by density to a bounded linear operator from Hr+κ

0 (0, T ;X) to Hr
0(0, T ;Y ), which fulfills the

bound
‖K(∂t)‖Hr

0 (0,T ;Y )←Hr+κ
0 (0,T ;X) ≤ eM1/T

for arbitrary real r. The right-hand side follows from inserting σ = 1/T into the remaining
factor of the Plancherel formula, which reads eσTMσ. Pointwise estimates (in time) follow by
using the continuous embedding Hk+α

0 (0, T ;X) ⊂ Ck([0, T ];X), which holds for any integer
k ≥ 0 and α > 1/2. With these notations we can define (generalized) solutions to the wave
equation (1.1)-(1.2). We formulate this in the next corollary, which is a consequence of (2.10),
(2.11) as well as (2.5), (2.13a) and Proposition 2.1 (see also [7, Prop. 4.11]).
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Corollary 3.1. The unique solution of (1.1)-(1.2) can be explicitly written by using the fre-
quency domain identity (2.6), the Heaviside notation (3.2) and the composition rule (3.3) as

u = −(S V−1)(∂t)γu
i . (3.4)

For r ∈ R the continuous convolution-type operator (SV −1)(∂t) has the mapping properties

(S V−1)(∂t) : H
r+3/2
0 (0, T ;H1/2(Γ))→ Hr

0(0, T ;H1(Ω)) , (3.5a)

(S V−1)(∂t) · (z) : H
r+(d+3)/2
0 (0, T ;H1/2(Γ))→ Hr

0(0, T ;C) , z ∈ Ω , (3.5b)

(S V−1)(∂t) : H
r+5/2
0 (0, T ;H3/2(Γ))→ Hr

0(0, T ;H2(Ω)) . (3.5c)

3.2 From frequency to time domain: The temporal domain derivative

We are now in the position to define the temporal domain derivative. To be consistent with the
frequency domain setting, we use a similar terminology as the one introduced in Section 2.2.
We consider the time-dependent measurement operator

F : X ×Z → L2(0, T ) , F (Γ, zj) := u(zj) , for j = 1, . . . ,M ,

that maps both the boundary Γ = ∂D of a scattering object D and a spatial observation point
zj to the scattered wave u evaluated at x = zj . We denote by F ′[Γ, zj ] : X → L2(0, T ) the
Fréchet derivative of F with respect to variations of the domain Γ, i.e.

1

‖h‖C1

∥∥F (Γh, zj)− F (Γ, zj)− F ′[Γ, zj ]h
∥∥
L2(0,T )

→ 0 , as ‖h‖C1 → 0 .

As in the time-harmonic setting, this Fréchet derivative may be characterized using the temporal
domain derivative u′, which is the solution to a time-dependent scattering problem. In the
following, we discuss this scattering problem and the implications for the regularity of the
time-dependent domain derivative.

Proposition 3.2. Let d ∈ {2, 3}, Γ ∈ X, h ∈ C1(Γ,Rd) and γui ∈ Hr+(d+8)/2
0 (0, T ;H3/2(Γ))

for r ≥ 0. Moreover, let u ∈ H
r+(d+3)/2
0 (0, T ;H2(Ω)) be the unique solution of (1.1)–(1.2).

Then, the Fréchet derivative F ′[Γ, zj ]h exists and is given by the solution u′ ∈ Hr+d
0 (0, T ;H1(Ω))

of

∂2
t u
′ −∆u′ = 0 in Ω× [0, T ] ,

u′ = − (h · ν) ∂ν(u+ ui) on Γ× [0, T ] ,
(3.6)

evaluated at zj, i.e. F ′[Γ, zj ]h = u′(zj). The function u′ is called the temporal domain deriva-
tive.

Proof. By (3.5c), for given γui ∈ Hr+(d+8)/2
0 (0, T ;H3/2(Γ)) the solution u of (1.1)-(1.2) is in

H
r+(d+3)/2
0 (0, T ;H2(Ω)). Thus, (h · ν) ∂ν(u+ ui) ∈ Hr+(d+3)/2

0 (0, T ;H1/2(Γ)) and (3.5a) yields
that u′ ∈ Hr+d

0 (0, T ;H1(Ω)). Moreover, to study pointwise evaluations in Ω, we use (3.5b) to
see that u′(·) ∈ Hr

0(0, T ;C).
We apply the Plancherel formula and obtain for any σ > 0 that∥∥F (Γh, z)− F (Γ, z)− u′(z)

∥∥2

Hr(0,T )
≤ e2σT

∫
σ+iR

|s|2r
∣∣∣F̂ (Γh, z)− F̂ (Γ, z)− û′(z)

∣∣∣2 ds

= e2σT

∫
σ+iR

|s|2r
∣∣∣F̂ (Γh, z)− F̂ (Γ, z)− F̂ ′[Γ, z]h

∣∣∣2 ds ,
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where we used û′(z) = F̂ ′[Γ, z]h, which holds by Proposition 2.2, for ‖h‖C1 < h0 and arbitrary
z ∈ Rd \ D0, as specified in the proposition. We choose σ = 1/T , use the bound (2.19) and
apply the Plancherel formula once more, to obtain

e2σT

‖h‖2C1

∫
σ+iR

|s|2r
∣∣∣F̂ (Γh, z)− F̂ (Γ, z)− F̂ ′[Γ, z]h

∣∣∣2 ds

≤ CT ‖h‖2C1

∫
σ+iR

∥∥∥s3+d/2+rγûi
∥∥∥2

H1/2(Γ)
ds ≤ CT ‖h‖2C1

∥∥γui∥∥2

H
3+d/2+r
0 (0,T ;H1/2(Γ))

.

The constant CT depends only polynomially on the final time T . Taking the limit ‖h‖C1 → 0
on the right-hand side shows the desired property for F ′.

The frequency dependent bounds of Proposition 2.3 from the previous section are directly
transferred to the time-domain by using the same techniques that we applied in the proof of
Proposition 3.2.

Theorem 3.3. Let D be a bounded domain, for which the boundary Γ = ∂D is at least C2

and h ∈ C1(Γ,Rd). Let u′ denote the solution to (3.6). Then, the following bound holds in the
natural H1-norm for any r ≥ 0∥∥u′∥∥

Hr(0,T ;H1(Ω))
≤ CT

∥∥γui∥∥
Hr+4(0,T ;H3/2(Γ))

.

Moreover, we have the following bound with respect to the L2-norm∥∥u′∥∥
Hr(0,T ;L2(Ω))

≤ CT
∥∥γui∥∥

Hr+3(0,T ;H3/2(Γ))
.

The constant CT in those estimates depends only on the boundary Γ and polynomially on the
final time T . Finally, for any point z ∈ Ω away from the boundary, we have the estimate∥∥u′(z)

∥∥
Hr(0,T )

≤ CT
∥∥γui∥∥

Hr+(d+8)/2(0,T ;H3/2(Γ))

for d ∈ {2, 3}. The constant CT depends only on the boundary Γ, the distance of z to the
boundary and polynomially on the final time T .

Finally, by using the operator Fh from (2.38) and the representation formula in (2.39) we
can write the domain derivative u′ from (3.6) as a convolution-type operator.

Corollary 3.4. For γui ∈ Hr
0(0, T ;H3/2(Γ)) the temporal domain derivative u′ from (3.6)

can be explicitly written by using the frequency domain identities (2.38), (2.39), the Heaviside
notation (3.2) and the composition rule (3.3) as

u′ = F ′[Γ, ·]h = Fh(∂t)γu
i = (SV −1Dh·νV

−1)(∂t)γu
i . (3.7)

For r ≥ 0 the continuous convolution-type operator Fh(∂t) has the mapping properties

Fh(∂t) : Hr+4
0 (0, T ;H3/2(Γ)))→ Hr

0(0, T ;H1(Ω)) ,

Fh(∂t) : Hr+3
0 (0, T ;H3/2(Γ)))→ Hr

0(0, T ;L2(Ω)) ,

Fh(∂t) · (z) : H
r+(d+8)/2
0 (0, T ;H3/2(Γ)))→ Hr

0(0, T ;C) , z ∈ Ω .
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4 Semi-discretization in time by Runge–Kutta CQ

4.1 Recap: Runge–Kutta convolution quadrature

We give a brief introduction on the approximation of temporal convolutions K(∂t)g by the
convolution quadrature method based on Runge–Kutta multistage methods. Consider an m-
stage implicit Runge–Kutta discretization of the initial value problem y′ = f(t, y), y(0) = y0.
With the constant time step size τ > 0, we aim to compute approximations yn to y(tn) at
equidistant time points tn = nτ . Simultaneously, the method computes approximations at the
internal stages Y ni approximating y(tn + ciτ), by solving the system

Y ni = yn + τ

m∑
`=1

ai`f(tn + c`τ, Y
n`), i = 1, . . . ,m ,

yn+1 = yn + τ

m∑
`=1

b`f(tn + c`τ, Y
n`) .

Details on Runge–Kutta methods can be found e.g. in [21]. The scheme is fully determined by
its coefficients, which are denoted by

A = (aij)
m
i,j=1 , b = (b1, . . . , bm)T , and c = (c1, . . . , cm)T . (4.1)

The function R(z) = 1 + zbT (I − zA )−1
1, where 1 = (1, 1, . . . , 1)T ∈ Rm, is referred to as the

stability function of the Runge–Kutta method. We always assume that A is invertible.
Convolution quadrature methods can be constructed with Runge–Kutta methods and are, in

many settings, more efficient than their BDF-based counterparts (see e.g. [3, 6]). An excellent
book providing an overview of key results in the field and recent developments is found in [7].

Let K(s) : X → Y , Re s ≥ σ > 0 be an analytic family of bounded linear operators between
Hilbert spaces X and Y , that satisfies (3.1). By the results described in Section 3.1, this yields
a temporal convolution operator K(∂t) : Hr+κ

0 (0, T ;X) → Hr
0(0, T ;Y ) for arbitrary real r.

Consider now a time-dependent function g : [0, T ]→ X that is, together with its extension by 0
to the negative real half-axis t < 0, sufficiently regular for the expression (3.2) to be well-defined.
We approximate the convolution (K(∂t)g)(t) at the discrete times

tn = (tn + c`τ)m`=1 , where tn = nτ ,

i.e., at the equidistant time points, which are the stages of the underlying Runge–Kutta method.
The Runge–Kutta differentiation symbol reads

∆(ζ) :=
(
A +

ζ

1− ζ
1bT

)−1
∈ Cm×m , ζ ∈ C with |ζ| < 1 .

As a consequence of the Sherman–Woodbury formula, this expression is well defined for |ζ| < 1
if R(∞) = 1 − bTA −1

1 satisfies |R(∞)| ≤ 1. For A-stable Runge–Kutta methods (e.g. the
Radau IIA methods), the eigenvalues of the matrices ∆(ζ) have positive real part for |ζ| < 1
(see [6, Lem. 3]). The Sherman–Morrison formula then yields the expression

∆(ζ) = A −1 − ζ

1−R(∞)ζ
A −1

1bTA −1 .

We are now in a position to define the convolution quadrature weights Wn(K) : Xm → Y m.
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We replace the complex argument s in K(s) by the matrix-valued analytic function ∆(ζ)/τ
and write down the power series expansion

K
(∆(ζ)

τ

)
=

∞∑
n=0

Wn(K)ζn .

In the following, we use an upper index to denote a sequence element with m components.
Thus, for a sequence g = (gn) with gn = (gn` )m`=1 ∈ Xm we arrive at the discrete convolution
denoted by (

K(∂τt )g
)n

:=

n∑
j=0

Wn−j(K)gj ∈ Y m . (4.2)

The notation K(∂τt )g in (4.2) indicates that the resulting vector contains approximations at
the stages tn. For functions g : [0, T ] → X, we use this notation for the vectors gn = g(tn) =(
g(tn+ ciτ)

)m
i=1

of values of g. The `-th component of the vector
(
K(∂τt )g

)n
, that we denote by(

K(∂τt )g
)n,`

, is then an approximation to
(
K(∂t)g

)
(tn + c`τ), i.e.

(
K(∂τt )g

)n,` ≈ (K(∂t)g
)
(tn +

c`τ) (see [5, Thm. 4.2]). In particular, if cm = 1, as is the case with stiffly stable Runge–
Kutta methods, which includes the Radau IIA methods, the continuous convolution at tn is
approximated by the m-th, i.e. last component of the m-vector (4.2) for n− 1:

(K(∂τt )g)n :=
(
K(∂τt )g

)n−1,m ∈ Y . (4.3)

These components approximate the continuous convolution at the equidistant time points tn,
i.e. (K(∂τt )g)n ≈

(
K(∂t)g

)
(tn).

A property that is key to show stability in many settings is that the composition rule (3.3)
is preserved under this discretization: For two compatible operator families K(s) and L(s), we
have

K(∂τt )L(∂τt )g = (KL)(∂τt )g .

Such a property can only be formulated for the vector valued discrete convolution, which includes
the approximations at the stages tn, but can not be formulated for the approximation K(∂τt )g
at the equidistant time points tn.

The following error bound for Runge–Kutta convolution quadrature from [6, Thm. 3], here
directly stated for the Radau IIA methods [21, Sec. IV.5] and transferred to a Hilbert space
setting, will be the basis for our error bounds of the time discretization.

Lemma 4.1. Let K(s) : X → Y , Re s ≥ σ > 0, be an analytic family of linear operators
between Banach spaces X and Y satisfying the bound (3.1) with exponents κ and ν. Consider
the Runge–Kutta convolution quadrature based on the Radau IIA method with m stages. Let
r > max(2m + κ, 2m − 1,m + 1) and further let g ∈ Cr([0, T ], X) satisfy g(0) = g′(0) = ... =
g(r−1)(0) = 0. Then, the following error bound holds at tn = nτ ∈ [0, T ]:∥∥(K(∂τt )g

)
n
− (K(∂t)g)(tn)

∥∥
Y

≤ CM1/T τ
min(2m−1,m+1−κ+ν)

(
‖g(r)(0)‖X +

∫ t

0
‖g(r+1)(t′)‖X dt′

)
.

The constant C is independent of τ and g and Mσ of (3.1), but depends on the exponents κ and
ν in (3.1) and on the final time T .

In the next remark we comment on the selection of the Radau IIA method for the convolution
quadrature.
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Remark 4.2. Runge–Kutta convolution quadrature methods such as those based on the Radau
IIA methods (see [21, Sec. IV.5]), often enjoy more favourable properties than their multistep-
based counterparts, which cannot exceed order 2. Recently, Runge–Kutta convolution quadra-
ture approximations based on Gauß methods have been analyzed in [4]. However, note that
the domain derivative in the frequency domain at a point z ∈ Ω decays exponentially fast with
respect to Re s (see Equation (2.32)). As a consequence, Lemma 4.1 implies convergence rates
at the full classical order, which makes the Radau IIA based convolution quadrature schemes
the ideal candidates for the present topic. Other stiffly accurate A-stable methods such as the
Lobatto IIIC method would fulfill similar properties, but offer no benefit in return for their
lower classical order 2m− 2.

4.2 The time-discrete domain derivative

We apply convolution quadrature to the present scattering problems, starting with the initial
value problem (1.1)–(1.2). Discretizing the temporal convolution (3.4) yields the approximation

uτ = −S(∂τt ) V−1(∂τt )ui . (4.4)

Consequently, we use the following notation

Fτ : X ×Z → `2τ (0, N) , Fτ (Γ, zj) := uτ (zj), for j = 1, . . . ,M , (4.5)

that maps both the boundary Γ = ∂D of a scattering object D and a spatial observation
point zj to the sequence uτ , whose elements approximate the scattered wave u from (1.1)–(1.2)
evaluated at z ∈ Ω and at the equidistant time points tn for n = 1, . . . , N (which are the m-th
components of the stages tn for n = 0, . . . , N − 1). Here, we use the notation l2τ (0, N) = RN for
the space of finite sequences endowed with the norm (see [5])

‖uτ‖2`2τ (0,N) := τ

N∑
n=1

|(uτ )n|2 . (4.6)

This norm is a time-discrete pendant to the L2(0, T )-norm, which scales appropriately with the
finite time T . More generally, we write l2τ (0, N ;V ) for an arbitrary Hilbert space V , where the
absolute value | · | in (4.6) is exchanged by the appropriate norm ‖ · ‖V . Note that by applying
Lemma 4.1 to the estimates (2.5) and (2.13), we obtain the pointwise error estimate for the
scattering problem

|Fτ (Γ, z)n − F (Γ, z)(tn)| ≤ Cτ2m−1
∥∥γui∥∥

H r̃
0 (0,T ;H1/2(Γ))

for r̃ > 2m+ 3 +
d

2
(4.7)

(see also [6, Thm. 4]). The requirement on the regularity of γui on the right hand side of (4.7)
can be seen by using κ = (3 + d)/2, arbitrary ν > 0 and r ∈ N with r > 2m+ κ in Lemma 4.1
and by noting that H r̃

0(0, T ;X) ⊂ Cr+1([0, T ], X) for r̃ > r + 3/2. Lower order error bounds
can be derived under lower regularity assumptions on the incident wave γui. Again, we denote
by F ′τ [Γ, zj ] : X → `2(0, N) the Fréchet derivative of the operator Fτ with respect to variations
of the domain Γ, i.e.

1

‖h‖C1

∥∥Fτ (Γh, z)− Fτ (Γ, z)− F ′τ [Γ, z]h
∥∥
`2(0,N)

→ 0 , as ‖h‖C1 → 0 .

The time-discrete domain derivative is characterized by the convolution quadrature discretiza-
tion of the scattering problem, which is formulated in the following corollary.
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Corollary 4.3. Let
(
γui(tn)

)
n≥0
∈ `2τ (0, N ;H3/2(Γ)m). Then, the Fréchet derivative of the

time-discrete scattering operator Fτ from (4.5) is given by the convolution quadrature of the
temporal convolution (3.7) that is

u′τ = Fh(∂τt )γui = F ′τ [Γ, ·]h . (4.8)

Proof. The statement is the direct consequence of applying the frequency domain counterpart,
i.e., Proposition 2.2 to the generating function of u′τ .

Analogous to the frequency domain and the time-continuous settings, we can formulate
the time-discrete domain derivative F ′τ as the evaluation of the solution u′τ of a time-discrete
scattering problem. Finally, applying the general approximation result Lemma 4.1 with the
time-harmonic bound of Proposition 2.3, yields the following error estimate for the time-discrete
domain derivative.

Theorem 4.4. Let d ∈ {2, 3}, and γui ∈ H r̃
0(0, T ;H3/2(Γ)) with r̃ > 2m+(d+11)/2. Consider

the convolution quadrature semi-discretization (4.8) of the scattering problem equivalent to the
temporal domain derivative, based on the m-stage Radau IIA method. Then, for any point z ∈ Ω
away from the boundary, we have the following estimate at tn = nτ :∣∣(u′τ )n − u′(tn)

∣∣ ≤ Cτ2m−1
∥∥γui∥∥

H r̃
0 (0,T ;H3/2(Γ))

for r̃ > 2m+
d+ 11

2
.

The constant C depends polynomially on the final time T , the domain Γ and inversely polynomial
on the distance of z from the boundary Γ.

Remark 4.5. Applying the other bounds of Proposition 2.3 yields the estimates∥∥(u′τ )n − u′(tn)
∥∥
H1(Ω)

≤ Cτm−3/2
∥∥γui∥∥

H r̃
0 (0,T ;H3/2(Γ))

for r̃ > 2m+
11

2
,∥∥(u′τ )n − u′(tn)

∥∥
L2(Ω)

≤ Cτm−1/2
∥∥γui∥∥

H r̃
0 (0,T ;H3/2(Γ))

for r̃ > 2m+
9

2
.

5 Inverse scattering in the time-domain

We address the inverse problem to reconstruct the boundary of a two-dimensional sound-soft
scattering object Γ from given measurements of the scattered field at spatial observation points
z` ∈ Ω with ` = 1, . . . ,M .

5.1 Discretization and regularization

For our numerical experiments we restrict our considerations to star-shaped obstacles. Our aim
is to parametrize the boundaries of these objects by using a cubic periodic spline. For this
purpose, let Q ∈ N and let qj = 2π(j − 1)/Q, j = 1, . . . , Q. For some rj > 0, j = 1, . . . , Q and
z ∈ R2 we define the points

Pj(rj , z) := rj

[
cos(qj)
sin(qj)

]
+ z for all j = 1, . . . , Q . (5.1)

We define the partition 4 := {qj : j = 1, . . . , Q} ⊂ [0, 2π] and introduce the set

P4 :=
{
p ∈ C2([0, 2π],R2) : p cubic periodic spline interpolating Pj(rj , z) as in (5.1)

for all j , some r1, . . . , rQ > 0 and z ∈ R2
}
.
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By Γp we denote the boundary of a two-dimensional domain D that is parametrized by p ∈ P4.
This spline is uniquely determined by the positive values rj and the center point of the star
domain z. Whenever this dependency is important, we write p((rj)Q, z). Let the measured
time-discrete signal at the observation points zj ∈ R2 and for the times tn = τn with τ = T/Nt,
Nt ∈ N be denoted by g ∈ `2(0, Nt;RM ). For a single observation point z` the time-discrete
signal is collected in the vectors gj = (gn,j)

Nt
n=1 for j = 1, . . . ,M . Moreover, let Fτ (Γp, zj) ∈

`2(0, Nt) be defined as in (4.5) with both operators in (4.4) integrating over Γp. We formulate
our inverse problem as a minimization problem, in which we aim to find p∗ that satisfies

p∗ = arg min
p∈P4

f(p) with f(p) :=

∑M
j=1 ‖Fτ (Γp, zj)− gj‖2l2τ (0,Nt)∑M

j=1 ‖gj‖
2
l2τ (0,Nt)

,

with the norm defined in (4.6). We introduce two regularization terms Ψ1 and Ψ2 to stabilize the
shape reconstruction. The first regularization term Ψ1 is supposed to penalize strong curvature
of the boundary and is given by

Ψ1 : P4 → R , Ψ1(p) :=

∫ 2π

0
κ2(θ)|p′(θ)|dθ , κ(θ) :=

p′1(θ)p′′2(θ)− p′2(θ)p′′1(θ)

|p′(θ)|3
. (5.2)

The term κ is the curvature of the curve parametrized by p ∈ P4 and thus, the term Ψ1(p)
describes the total curvature of Γp. Moreover, we introduce another penalty term Ψ2, which
shall keep the center point of the star domain z ∈ R2 from (5.1) close to its geometric center.
We define it to be

Ψ2 : P4 → R , Ψ2(p((rj)Q, z)) :=
∥∥A(p)−1FC(p)− z

∥∥2
. (5.3)

In this definition, A : P4 → R defined by

A(p) :=
1

2

∫ 2π

0
p1(θ)p′2(θ)− p2(θ)p′1(θ) dθ (5.4)

is the area of the domain enclosed by Γp and the components of FC : P4 → R2 are defined by

FC,1(p) :=
1

2

∫ 2π

0
p2

1(θ)p′2(θ) dθ , FC,2(p) := −1

2

∫ 2π

0
p2

2(θ)p′1(θ) dθ . (5.5)

The term A(p)−1FC,j for j = 1, 2 is the jth component of the geometric center of Γp.
We multiply the regularization terms Ψ1 and Ψ2 with two regularization parameters α2

1 and
α2

2, respectively and add them to the aim functional f , which yields the penalized objective
functional

freg : P4 → R freg(p) := f(p) + α2
1Ψ1(p) + α2

2Ψ2(p) ,

that we minimize using the Gauß–Newton method.
We remind the reader of the notations from (4.2) and (4.3): An upper index n symbolizes

a vector having m components and the upper index n, ` picks the `th entry of this vector.
We use Nt ∈ N points in time to evaluate the operator Fτ (Γ, zj) from (4.5) at times tn = τn,

n = 1, . . . , Nt with τ = T/Nt. We denote by Ns ∈ N the number of points on the boundary Γp,
which are defined by pj := p(θj) with θj = h(j − 1) for j = 1, . . . , Ns and h = 2π/Ns. As a
space discretization we utilize the simple and easy to program averaging method explained in
[12] and [23, Ch. 7] (see also the documentation of the deltaBEM package [38]). We first focus
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on the approximation of V(s) from (2.4) for a fixed s ∈ C+. Using the cubic periodic spline
p ∈ P4 that parametrizes Γp we use the approximation

[V(s)ϕ](pi) ≈
2π

Ns

Ns∑
j=1

(∑
±

i

4
H

(1)
0 (is|p±i − pj |)

)
ϕ(pj)|p′j | =: (Vh(s)η)i , (5.6)

for i = 1, . . . , Ns, where Vh(s) ∈ RNs×Ns and η ∈ RNs are defined by

(Vh(s))i,j :=
∑
±

i

4
H

(1)
0 (is|p±i − pj |) , ηj :=

2π

Ns
ϕ(pj)|p′j | for i, j = 1, . . . , Ns. (5.7)

In these formulas, p±i := p(h(i− 1± 1/6)), p′j := p′(tj) and
∑
± a
± := 1/2(a+ +a−). Moreover,

the single layer potential S(s) from (2.2) may be approximated by

[S(s)ϕ](zi) ≈
2π

Ns

Ns∑
j=1

i

4
H

(1)
0 (is|zi − pj |)ϕ(pj)|p′j | =: (Sh(s)η)i ,

for i = 1, . . . ,M and Sh(s) ∈ RM×Ns with

(Sh(s))i,j := H
(1)
0 (is|zi − pj |) for i = 1, . . . ,M, j = 1, . . . , Ns and η as in (5.7). (5.8)

We denote the time and space discretized convolution-type operators in the time domain corre-
sponding to Vh(s) and Sh(s) by Vh(∂τt ) and Sh(∂τt ), respectively. In order to apply an m-stage
Runge–Kutta convolution quadrature, we require the incoming wave on the boundary for times
tn = (nτ + c`τ)m`=1 with c from the coefficients of the Runge–Kutta scheme in (4.1), for all
n = 1, . . . , Nt. Let the incoming time-dependent wave be discretized in time and space and let
it be averaged, i.e., let ui ∈ `2τ

(
0, Nt;

(
RNs

)m)
be defined by

(ui)n :=
(∑
±
ui(p±j , tn)

)Ns
j=1
∈ (RNs)m .

We obtain an approximation to u(zj , tn) for j = 1, . . . ,M by computing uτ,h ∈ `2τ (0, Nt;RM )
defined by the fully discrete convolution (see also (3.4))

uτ,h := −Sh(∂τt ) V−1
h (∂τt )ui . (5.9)

Here, we denote by `2τ (0, Nt;RM ) the sequences in RM , in which the norm (4.6) is still well-
defined when | · | denotes the euclidian norm. The fully discrete parametrized version of Fτ in
(4.5) is denoted by

Fτ,h : P × Z → `2τ (0, N) , [Fτ,h(Γp, zj)]n := [uτ,h]n,j . (5.10)

For the time and space discretized domain derivative, we first solve

Vh(∂τt )ϕ = ui

to obtain ϕ ∈ `2τ
(
0, Nt;

(
RNs

)m)
. This sequence collects, up to a spatial scaling with the factors

ρi = Ns/(2π|p′i|), the approximations to the Neumann data of the total wave ∂ν(ui + u) at the
stages tn for n = 0, . . . , Nt − 1 and the points pi for i = 1, . . . , Ns. Let νi ∈ R2 denote the
unit normals at the points pi. All discrete quantities necessary to formulate the discrete version
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of the boundary condition in (3.6) are now introduced. Using a function h ∈ P4 and setting
hi := h(θi) we define ω ∈ `2τ

(
0, Nt;

(
RNs

)m)
by

ωn,` :=
(
−(νi · hi)ρi[ϕn,`]i

)Ns
i=1
∈ RNs for all n = 1, . . . , Nt and ` = 1, . . . ,m. (5.11)

The desired approximation to the domain derivative is then obtained by computing (see (3.7))

u′τ,h := Sh(∂τt ) V−1
h (∂τt )ω , (5.12)

which contains the approximations to the domain derivative (3.6) at equidistant time points and
the spatial points zj , i.e., it is of the form u′τ,h ∈ `2τ (0, Nt,RM ). The fully discrete parametrized
version of F ′τ [Γp, zj ] in (4.8) is denoted by

F ′τ,h[Γp, zj ] : P → `2τ (0, N) ,
[
F ′τ,h [Γp, zj ]h

]
n

:=
[
u′τ,h

]
n,j

. (5.13)

Note that evaluations F ′τ,h [Γp, zj ]h for various functions h do only affect the definition of
ω in (5.11) through a pointwise multiplication in space. The other factors in (5.11) and the
operator Sh(∂τt ) V−1

h (∂τt ) from (5.12) remain unchanged by changing h. Therefore, multiple
perturbations may be considered simultaneously and the computations to obtain u′τ,h as in
(5.12) for all of these perturbations can be carried out in parallel. The assembly of the discrete
time-harmonic boundary operators (5.6) and (5.8), which is particularly costly when using
boundary element methods in three dimensions, must only be carried out once (for arbitrary
many perturbations), which significantly reduces the computational effort. This property is
highly significant as it permits the approximation of numerous domain derivatives without a
substantial increase in computational time. This is needed for a fast assembly of gradients in
our reconstruction algorithm that we discuss next.

Remark 5.1. In our discussion we omitted details about the implementation of Runge–Kutta
convolution quadrature methods and direct the reader to [7, Sec. 5.4] for comprehensive insights.

5.2 The reconstruction algorithm

We are now in the position to formulate a fully discretized version of the aim functional freg(p).
Using the the operator Fτ,h from (5.10), it reads

f τ,hreg (p) :=

∑M
j=1 ‖Fτ,h(Γp, zj)− gj‖2`2τ (0,Nt)∑M

j=1 ‖gj‖
2
`2τ (0,Nt)

+ α2
1Ψ1(p) + α2

2Ψ2(p) , (5.14)

Let #»x ∈ RQ+2 denote the vector that contains in succession the values rj for j = 1, . . . , Q as
well as z = [z1, z2]> ∈ R2 from (5.1). We can write

f τ,hreg (p) = |Pτ,h( #»x)|2 , (5.15)

where Pτ,h : RQ+2 → RP with P = MNt+Ns+ 2. In Pτ,h( #»x), the first MNt entries correspond
to the (scaled) residual term, i.e., the first term in (5.14), written in succession for every spatial
point zj and for all times tn. The next Ns entries arise from the first penalty term and the last
two entries arise from the second penalty term. The equality in (5.15) represents the penalized
and discretized aim functional as a nonlinear least squares problem. We iteratively minimize
this functional using the Gauß–Newton method. In addition to the Fréchet derivative F ′τ,h from
(5.13) this also requires appropriate Fréchet derivatives of both penalty terms Ψ1 and Ψ2 in
(5.2) and (5.3). These are gathered in the following lemma.
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Lemma 5.2. It holds that

κ2(θ)|p′(θ)| =

∣∣∣∣p′1(θ)p′′2(θ)− p′2(θ)p′′1(θ)

|p′(θ)|5/2

∣∣∣∣2 .
The Fréchet derivative of the mappings ψ1 : P → R and ψ2 : RQ+2 → R2 with

ψ1(p) =
p′1(θ)p′′2(s)− p′2(θ)p′′1(θ)

|p′(θ)|5/2

ψ2((rj)Q, z) = A(p((rj)Q, z))−1FC(p((rj)Q, z))− z

are given by ψ′1[p] : P → R and ψ′2[(rj)Q, z] : RQ+2 → R2 with (we omit the dependency on θ)

ψ′1[p]h =
h′1p
′
2 + p′1h

′′
2 −

(
h′2p
′′
1 + p′2h

′′
1

)
|p′|5/2

− 5

2

p′1p
′′
2 − p′2p′′1
|p′|9/2

(p′ · h′) ,

ψ′2[(rj)Q, z]((hj)Q,h) = −A(p)−2A′[p] (p((hj)Q,h))FC(p)

+A(p)−1F ′C [p] (p((hj)Q,h))− h ,

where A(p) and FC(p) are as in (5.4) and (5.5), p((hj)Q,h) denotes the spline interpolating
the points Pj(hj ,h) from (5.1) for all j = 1, . . . , Q and A′[p] : P4 → R and F ′C [p] : P4 → R2

are given by

A′[p]h =
1

2

∫ 2π

0
h1p
′
2 + p1h

′
2 − h2p

′
1 − p2h

′
1 dθ ,

F ′C,1[p]h =
1

2

∫ 2π

0
2p1h1p

′
2 + p2

1h
′
2 dθ , F ′C,2[p]h = −1

2

∫ 2π

0
2p2h2p

′
1 + p2

2h
′
1 dθ .

Proof. The assertion follows by using Taylor’s formula and straightforward computations.

The following stopping criterion is applied by the algorithm. n the Gauß–Newton algorithm
we use the following heuristic stopping criterion. If the current iteration’s update determined
by two consecutive periodic cubic splines p(`) and p(`+1) via(∑Ns

j=1

∣∣p(`+1)(θj)− p(`)(θj)
∣∣2)1/2

(∑Ns
j=1

∣∣p(`)(θj)
∣∣2)1/2

, θj = (j − 1)h for j = 1, . . . , Ns

is smaller than a predefined tolerance tol > 0, then the algorithm stops.

6 Numerical examples

In this section we delve into numerical examples and explore various scenarios featuring dif-
ferent incident waves and measurement configuration. Using both of these, our purpose is to
reconstruct the unknown scatterer using the Gauß–Newton algorithm. In order to simulate the
forward data g ∈ `2(0, Nt;RM ), we employ a 3-stage Radau IIA method and use (5.9) with
Ns = 2× 103 points to discretize the boundary of the scattering object and Nt = 2× 104 time
steps. We fix the final time to be T = 20, what results in the time step size τ = 1 × 10−3.
Note that for this simulation both numbers Ns and Nt are chosen significantly larger than in
our reconstructions using the Gauß–Newton method. For our reconstruction algorithm we also
use the same Radau IIA method. In the plots that accompany the examples, we first visualize
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Figure 2: Visualization of the scattering object with boundary parametrized by the curve from
(6.1) together with the total wave u + ui corresponding to Example 6.1 and Example 6.2.
Left: The initial state, i.e., the total wave at t = 0. Note that at his stage the incoming wave is
supported away from the scattering object and the scattered wave is identically zero everywhere.
Middle: The total wave at t = 4. Right: The total wave at t = 8.

the direct problem for three different time points. The subsequent series of plots shows some
snapshots of the convergence history starting with the initial guess and ending with the final
approximation. In all of these plots we find the boundary we aim to reconstruct in solid blue and
the current iterate of the Gauß–Newton method in dashed red. The positions of the receivers
are indicated by black diamonds.

Example 6.1. In our first numerical example let the boundary of the scattering object be given
by the curve p = [p1, p2]> with

p1(t) := −(1.5)2 sin(t) , p2(t) := 1.5 (cos(t) + 0.65 cos(t)− 0.65) , t ∈ [0, 2π] . (6.1)

Let f ∈ C∞c (R) be defined by f(t) := e−1/(1−t2) for |t| < 1 and f(t) := 0 for |t| ≥ 1. We define
the incident wave ui by

ui(x, t) := f (3(x · d− t+ Tlag,1))− f (x · d− t+ Tlag,2) , (6.2)

with d := 1/
√

2[1, 1]> ∈ S1, Tlag,1 := 4 and Tlag,2 := 6. In Figure 2 we visualize the total wave
at three time points, namely at t = 0, 4, 8. For the initial state, i.e., for t = 0 only the incident
wave ui(x, 0) from (6.2) is visible. Then, the wave fronts propagate into the direction d and get
scattered by the kite-shaped object. This is seen in the middle and right plot of Figure 2.

We assume measurements of the scattered wave to be available at the spatial points defined
by zj := 6[cos(θj), sin(θj)]

> ∈ R2 for θj = (j − 1)π/4 and j = 1, . . . , 8. In the Gauß–Newton
method we use Q = 40 points that are supposed to be interpolated by a cubic periodic spline.
We pick Ns = 1× 103 points to evaluate this spline and use Nt = 5× 103 points in time. This
corresponds to the time step size τ = 4×10−3. Furthermore, we set the tolerance tol = 1×10−2

and choose the regularization parameters to be α1 = 0.02 and α2 = 0.5.
We initialize the iteration with a circular initial guess having the radius r = 0.5 and the

center point at z = [−1, −1.5]>. Six snapshots from the convergence history can be found in
Figure 3. We find that the iteration stops after 17 steps, with the final approximation found
in the bottom right plot of Figure 3. We observe that the characteristic bottom contour of the
kite as well as the left part is nicely reconstructed. This is the part of the boundary, on which
the incident wave impinges (see Figure 2). The observation points zj , j = 1, . . . , 8 are located
all around the scattering object and thus, only the top-right contour - the part of the boundary
that lies in the shadow of the incident wave - is somewhat off from the exact shape.
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Figure 3: Convergence history starting with a circle with radius r = 0.5 and center point
z = [−1, −1.5]> ∈ R2 (top-left). The top-middle to bottom-middle plots show the iterates for
` = 2, 5, 8, 10, respectively. The bottom-right plot shows the final result after 17 steps.

Using the same geometry for the unknown scatterer, the same positions of the receivers, an
initial guess given by the unit circle, decreasing the tolerance tol to 1× 10−3 and changing the
incident wave in (6.2) to be a superposition

ui(x, t) := uid1(x, t) + uid2(x, t) ,

with uidj (x, t) as in (6.2) with direction of propagation dj := (−1)j/
√

2[1, 1]>, j = 1, 2 results
in a final iteration that is indistinguishable from the unknown exact shape. We do not show
these results.

Example 6.2. In our second example we study the same configuration for the unknown scat-
tering object as in Example 6.1 together with an incident wave ui of the form (6.2) with
d := 1/

√
2[1, 1]> ∈ S1, Tlag,1 := 4 and Tlag,2 := 6. The forward scattering problem is also

depicted by Figure 2. This time, we assume M = 4 measurement points to be given by
zj := 6[cos(θj), sin(θj)]

> ∈ R2 for θj = π/4(j + 3) and j = 1, . . . , 4, i.e., the measurement
points are distributed on the circular arc around the origin defined by the radius 6 and angle
between π and 7/4π. We start the reconstruction algorithm with the same initial guess as in
Example 6.1, i.e. we use the disc centered in z = [−1, −1.5]> having the radius r = 0.5. More-
over, we set the tolerance tol = 1 × 10−2 and pick the regularization parameters α1 = 0.06
and α2 = 0.5. The convergence history can be found in Figure 4. The reconstruction algorithm
stops after 20 iterations and yields a good approximation of the bottom and bottom-left con-
tour of the scattering object. This is the part of the boundary, on which the incident wave ui

impinges. We observed similar phenomena for different configurations of incident waves and
geometrical setups. The gathered backscattered data appears to be essential for a reasonable
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Figure 4: Convergence history starting with a circle with radius r = 0.5 and center point
z = [−1, −1.5]> ∈ R2 (top-left). The top-middle to bottom-middle plots show the iterates for
` = 2, 5, 10, 15, respectively. The bottom-right plot shows the final result after 20 steps.

reconstruction of the surface, on which the incident wave impinges. Receivers that lie in the
shadow of the obstacle do not seem to contribute to an effective reconstruction. Comparing
the final reconstructions of Figure 2 and Figure 3 shows that in the first example, the top-left
contour is also well-reconstructed. Moreover, the bottom-right contour is more accurate than
in the second example.

Example 6.3. In our third example we study a more complicated shape of the scattering object.
We define some points in the two-dimensional space, interpolate them using a cubic periodic
spline and obtain a dove-shaped scatterer (see Figure 5). In this particular scenario, we study
an incident wave formed by a superposition of emissions originated from some source points
that are located away from the scattering object. These point sources should also act as the
measurement positions. Therefore, we denote the point sources, as well as the measurement
points, by zj for j = 1, . . . ,M . Let f(t) := e−1/(1−4(t−1)2) for |t − 1| < 1/2 and f(t) := 0 for
|t− 1| ≥ 1/2. We define the incoming wave by (see [36, Eq. 13])

ui(x, t) =
M∑
j=1

H
(
t‖x− zj‖−1 − 1

) ∫ acosh

(
t

‖x−zj‖

)
0

f (t− ‖x− zj‖ cosh(θ)) dθ , (6.3)

where H denotes the Heaviside function. In our simulation we choose M = 5 and set

z1 =

[
−2.5
−5.5

]
, z2 =

[
2.5
−5.5

]
, z3 =

[
−2.5
5.5

]
, z4 =

[
2.5
5.5

]
, z5 =

[
5
0

]
.

In our implementation, the integral in (6.3) is approximated using the built-in Matlab routine
integral. In Figure 5 we visualize the total wave at three time points, namely at t = 2.7, 5, 7.25.
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Figure 5: Visualization of the dove-shaped scattering object together with the total wave u+ui

corresponding to Example 6.3. The incoming wave is identically zero for t ≤ 0.5. Left: The
total wave at t = 2.7. Middle: The total wave at t = 5. Right: The total wave at t = 7.25.

In the left plot only the incident wave ui(x, 2.7) from (6.3) is visible. The cylindrically symmetric
incident wave pulses become larger as time proceeds and get scattered by the dove-shaped object.
This is seen in the middle and right plot of Figure 5.

In our reconstruction Algorithm we use Q = 40 points, which we interpolate by a cubic
periodic spline. This spline is evaluated at Ns = 1 × 103 points and we consider a total of
Nt = 5 × 103 points in time. This corresponds to the time step size τ = 4 × 10−3. We choose
the regularization parameters to be α1 = 0.02 and α2 = 0.06. In Figure 6 we find the results.
The algorithm stops after 16 steps with a final approximation that captures the overall shape
of true scatterer. However, it is worth noting that the fine details from the actual shape of the
scatterer are not reconstructed by the algorithm. In view of the fact that the algorithm only
supports star-shaped objects, we believe that the reconstruction is still reasonable.

We conclude this section with a remark about noisy data.

Remark 6.4. The algorithm appears to be rather resistant to additional noise. For given data
g ∈ `2(0, Nt;RM ) and a uniformly distributed random vector ζ ∈ `2(0, Nt;RM ) we simulated
noisy data gδ ∈ `2(0, Nt;RM ) via

gδ := g + δζ
( M∑
j=1

‖gj‖2`2τ (0,Nt)

)1/2( M∑
j=1

‖ζj‖2`2τ (0,Nt)

)−1/2

for δ = 0.3. This corresponds to 30% additional relative noise. Then, we considered this
data as the given measurement of the scattered wave and started the reconstruction algorithm.
Restarting Example 6.1, Example 6.2 and Example 6.3 with these noisy data yields results,
which are qualitatively the same as those that are found in Figure 3, Figure 4 and Figure 6.

Conclusion

We established the temporal domain derivative for the acoustic wave equation in the presence of
a sound-soft scattering object. Frequency explicit bounds in the Laplace domain converted into
time regularity requirements guaranteeing the existence of the domain derivative, as well as the
Fréchet derivative property of the domain-to-scattered wave map. Runge–Kutta convolution
quadrature with m stages provide an excellent semi-discretization in time achieving the maximal
order of 2m − 1 for pointwise evaluations of the domain derivative away from the scattering
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Figure 6: Convergence history starting with a circle with radius r = 1 and center point z =
[0, 0]> ∈ R2 (top-left). The top-middle to bottom-middle plots show the iterates for ` =
2, 5, 9, 12, respectively. The bottom-right plot shows the final result after 16 steps.

object. This requires sufficient regular incident waves in time and space and sufficient regular
scatterers. In our numerical examples we demonstrated that the temporal domain derivative
may be used to reconstruct sound-soft scattering objects using a Newton-like scheme under the
assumption that the initial guess is sufficiently close to the true object.

We expect that similar methods to those which we have used in this work may be applied to
establish temporal domain derivatives for scatterers featuring Robin boundary conditions, trans-
mission conditions or nonlinear impedance boundary conditions. Moreover, we are confident
that temporal domain derivatives may be also derived for time-dependent Maxwell’s equations.
We plan to address these topics in future works.
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