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TANGENTIAL CONE CONDITION FOR THE FULL WAVEFORM FORWARD OPERATOR IN THE VISCOELASTIC REGIME: THE NON-LOCAL CASE

MATTHIAS ELLER, ROLAND GRIESMAIER, AND ANDREAS RIEDER

ABSTRACT. We discuss mapping properties of the parameter-to-state map of full waveform inversion and generalize the results of [M. Eller and A. Rieder, Inverse Problems 37 (2021) 085011] from the acoustic to the viscoelastic wave equation. In particular we establish injectivity of the Fréchet derivative of the parameter-to-state map for a semi-discrete seismic inverse problem in the viscoelastic regime. Here, the finite dimensional parameter space is restricted to functions having global support in the propagation medium (the non-local case) and that are locally linearly independent. As a consequence we deduce local conditional wellposedness of this nonlinear inverse problem. Furthermore, we show that the tangential cone condition holds, which is an essential prerequisite in the convergence analysis of a variety of inversion algorithms for nonlinear illposed problems.

1. Introduction

Time-domain full wave form inversion (FWI) aims to determine material parameters (such as mass density, shear and pressure wave speeds) of the earth’s subsurface from reflection measurements of seismic wave fields (seismograms), using the full information content of seismic recordings, see, e.g., [22, 44]. In this work we discuss a theoretical aspect of FWI in the viscoelastic regime. Unlike purely elastic materials, viscoelastic materials are endowed with a memory in the sense that the state of stress at a certain instant of time depends on all deformations undergone by the material in previous times [15]. We consider the viscoelastic wave equation [43] in the velocity stress formulation based on the generalized standard linear solid rheology as described in [6, 40], see also [22].

Mathematically speaking, FWI is a nonlinear illposed parameter identification problem for the viscoelastic wave equation with partial measurements of viscoelastic waves. Usually these waves are initiated by controlled explosions, and the inverse problem is typically solved using Newton-like iterative regularization schemes, see, e.g., [9, 21, 37, 45]. The mathematical analysis of such schemes (see, e.g., [23, 29, 39]) relies crucially on a structural assumption on the nonlinear forward map known as the tangential cone condition (TCC, sometimes also referred to as the \(\eta\)-condition), which was introduced in [41]. A nonlinear operator \(F : \text{D}(F) \subset V \to W\) between normed spaces \(V\) and \(W\) satisfies the TCC at \(x^+ \in \text{int}(\text{D}(F))\) if there are an \(\eta \in (0, 1)\) and an open ball \(B_\varepsilon(x^+) \subset \text{D}(F)\) such as:

\[
\frac{F(x^+) - F(x)}{\|x^+ - x\|} \geq \eta \|F(x^+)\|
\]
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that
\[ \|F(v) - F(w) - F'(w)[v - w]\|_W \leq \eta \|F(v) - F(w)\|_W \quad \text{for all } v, w \in B_r(x^+). \]

Here, \( F' : D(F) \subset V \to \mathcal{L}(V, W) \) denotes the Fréchet derivative of \( F \). We refer to the monographs [20, 29, 42] and the recent publications [27, 28, 38] as evidence for the importance of TCC in the regularization theory of nonlinear ill-posed problems.

For infinite dimensional nonlinear illposed problems the TCC is often difficult to prove, and it has actually been established for only a few academic examples so far, see, e.g., [24, 29, 30]. In a semi-discrete setting for the inverse problem of electrical impedance tomography a TCC has been derived in [36]. In [19] the authors have shown that the TCC holds at \( x^+ \) if \( V \) is finite-dimensional (the semi-discrete situation) and the Fréchet derivative \( F'(x^+) \) has a trivial null space. Therewith the TCC has been verified for full waveform inversion in the acoustic regime. In this work we use the abstract result from [19] to validate the TCC for the FWI forward operator in the viscoelastic regime provided the parameters (mass density, shear and pressure wave velocities with corresponding scaling factors) are restricted to a suitable finite-dimensional space, which is spanned by functions being analytic in the propagation medium (the non-local case).

Injectivity of the \( F'(x^+) \) is sufficient not only for the TCC in the semi-discrete setting as described above but also for Lipschitz stability of the semi-discrete inverse problem. We note that independent of this observation Lipschitz estimates and associated conditional wellposedness for various semi-discrete inverse problems have recently attracted increasing interest, see, e.g., [1, 2, 3, 4, 5, 25]. For related works concerning the convergence analysis of regularization schemes for nonlinear inverse problems using conditional stability estimates we refer, e.g., to [13, 16, 31].

The outline of this work is as follows. We begin our presentation in the next section by introducing the viscoelastic wave equation as a first order hyperbolic system along with some statements on its wellposedness. Then, we formulate the forward operator \( \Phi \) of the semi-discrete version of FWI in the viscoelastic regime. An important property is the Lipschitz continuity of the Fréchet derivative of this forward operator which we state in Theorem 2.3. The rather technical proof is moved to an appendix. In preparation for our main result in Theorem 4.3 we provide a control result for the viscoelastic wave equation in Section 3: given two open subsets \( \Sigma \) and \( \Omega \) of the propagation medium, we can find a source in \( \Sigma \) such that the resulting velocity field at a sufficiently large time has non-trivial divergence and non-trivial deviator in \( \Omega \) (see Theorem 3.4). The proof relies on a global Holmgren-John theorem for the homogeneous viscoelastic wave equation across non-characteristic surfaces from [18] (see also [12] for the corresponding local result). As a consequence of this controllability, the Fréchet derivative of \( \Phi \) must be one-to-one at each inner point of the propagation medium (see Theorem 4.2). An application of Lemma C.1 of [19] finally yields the TCC for \( \Phi \) and the Lipschitz-stability of the inverse problem. We conclude our work with a discussion of possible future research.
2. The setting

In two subsections we introduce the mathematical background of the considered forward and related inverse problem.

2.1. The forward model.

2.1.1. The viscoelastic wave equation. Wave propagation in realistic media can be modeled by a viscoelastic wave equation which accounts for dispersion and attenuation [22, Chap. 5]. Here, we derive the formulation introduced in [46] following the presentation from [9] and [14]: Let $D \subset \mathbb{R}^3$ be a bounded $C^2$ domain. The system of first-order wave equations for viscoelastic media describes the evolution of the particle velocity field $\mathbf{v}: [0, \infty) \times D \to \mathbb{R}^3$ and the stress tensor $\sigma: [0, \infty) \times D \to \mathbb{R}^{3\times3}_{\text{sym}}$. It consists of the balance of momentum

$$\varrho(x) \partial_t \mathbf{v}(t, x) = \text{div} \, \sigma(t, x) + \mathbf{f}(t, x), \quad (t, x) \in [0, \infty) \times D,$$

and the retarded material law

$$\partial_t \sigma(t, x) = C(0) \varepsilon(\mathbf{v}(t, x)) + \int_0^t \partial_s C(t - s) \varepsilon(\mathbf{v}(s, x)) \, ds + \mathbf{g}(t, x), \quad (t, x) \in [0, \infty) \times D,$$

where $\varepsilon(\mathbf{v}) := \frac{1}{2} [(\nabla_x \mathbf{v})^\top + \nabla_x \mathbf{v}]$ is the linearized strain rate.

In the generalized standard linear solid rheology using $L \in \mathbb{N}$ damping terms one defines

$$C(t) := C(\mu, \pi) + \sum_{l=1}^L \exp \left( -\frac{t}{\tau_{\sigma, l}} \right) C(\tau_{S\mu}, \tau_{P\pi})$$

with relaxation times $\tau_{\sigma, l} > 0$, $l = 1, \ldots, L$. The functions $\tau_P, \tau_S: D \to \mathbb{R}$ are scaling factors for the unrelaxed bulk modulus $\pi: D \to \mathbb{R}$ and shear modulus $\mu: D \to \mathbb{R}$, respectively. The linear map $C(m, p): \mathbb{R}^{3\times3}_{\text{sym}} \to \mathbb{R}^{3\times3}_{\text{sym}}$, $m, p \in \mathbb{R}$, models a Hooke element

$$C(m, p) \mathbf{M} := 2m \mathbf{M} + (p - 2m) \text{trace}(\mathbf{M}) \mathbf{I},$$

where $\mathbf{I} \in \mathbb{R}^{3\times3}$ is the identity matrix and $\text{trace}(\mathbf{M})$ denotes the trace of $\mathbf{M} \in \mathbb{R}^{3\times3}_{\text{sym}}$.

Introducing damping tensors $\sigma_l: [0, \infty) \times D \to \mathbb{R}^{3\times3}_{\text{sym}}$,

$$\sigma_l(t) := \int_0^t \exp \left( \frac{s-t}{\tau_{\sigma, l}} \right) C(\tau_{S\mu}, \tau_{P\pi}) \varepsilon(\mathbf{v}(s)) \, ds, \quad l = 1, \ldots, L,$$

and the corresponding stress decomposition $\sigma = \sigma_0 + \sum_{l=1}^L \sigma_l$, yields the first order system for viscoelastic waves

\begin{align*}
(2.3a) \quad & \varrho \partial_t \mathbf{v} = \text{div} \left( \sum_{l=0}^L \sigma_l \right) + \mathbf{f} & \text{in } [0, \infty) \times D, \\
(2.3b) \quad & \partial_t \sigma_0 = C(\mu, \pi) \varepsilon(\mathbf{v}) + \mathbf{g} & \text{in } [0, \infty) \times D, \\
(2.3c) \quad & \tau_{\sigma, l} \partial_t \sigma_l = \tau_{\sigma, l} C(\tau_{S\mu}, \tau_{P\pi}) \varepsilon(\mathbf{v}) - \sigma_l, \quad l = 1, \ldots, L, & \text{in } [0, \infty) \times D,
\end{align*}

\footnote{Throughout $\mathcal{L}(Y, Z)$ denotes the space of bounded linear operators between vector spaces $Y$ and $Z$.}
with initial conditions
\[(2.3d) \quad v(0) = v_0 \quad \text{and} \quad \sigma_l(0) = \sigma_{l,0}, \quad l = 0, \ldots, L.\]

Wave propagation in viscoelastic media is frequency-dependent, and the relaxation times \(\tau_{\sigma, l} > 0\) are used to model this dependency in a bounded frequency band with center frequency \(\omega_0\), see \([7, 8]\). Introducing the frequency-dependent phase velocities of P- and S-waves,
\[(2.4) \quad v_P^2 := \frac{\pi}{\varrho} (1 + \tau_P \alpha) \quad \text{and} \quad v_S^2 := \frac{\mu}{\varrho} (1 + \tau_S \alpha) \quad \text{with} \quad \alpha := \sum_{l=1}^{L} \frac{\omega_0^2 \tau_{\sigma, l}^2}{1 + \omega_0^2 \tau_{\sigma, l}^2},\]

full waveform inversion entails the identification of the five spatially dependent parameters \((\varrho, v_S, \tau_S, v_P, \tau_P)\) from partial wave field measurements of \(v\) and \(\sigma\).

2.1.2. Formulation as an abstract evolution equation. Assuming that \(g = 0\), we rewrite \((2.3)\) as an initial value problem for an abstract evolution equation. Our assumption on \(g\) is not a principal or strong restriction but eases the presentation somewhat and we can rely on the wellposedness results of \([34]\). For the general case we refer to \([46]\).

Our presentation below closely follows \([34]\). Let
\[X := L^2(D, \mathbb{R}^3) \times L^2(D, \mathbb{R}^{3 \times 3})^{1+L}\]

which is a Hilbert space when equipped with the inner product
\[
\langle (v, \sigma_0, \ldots, \sigma_L), (w, \psi_0, \ldots, \psi_L) \rangle_X := \int_D \left( v \cdot w + \sum_{l=0}^{L} \sigma_l : \psi_l \right) dx
\]

where the colon denotes the Frobenius inner product on \(\mathbb{R}^{3 \times 3}\).

For suitable \(^2 w = (w, \psi_0, \ldots, \psi_L) \in X\) we define operators \(A, B,\) and \(Q\) mapping into \(X\) by
\[(2.5) \quad Aw := -\left( \begin{array}{c} \text{div} \left( \sum_{l=0}^{L} \psi_l \right) \\ \varepsilon(w) \\ \vdots \\ \varepsilon(w) \end{array} \right), \quad B^{-1}w := \left( \begin{array}{c} \frac{1}{\varrho} w \\ C(\mu, \pi) \psi_0 \\ C(\tau_S \mu, \tau_P \pi) \psi_1 \\ \vdots \\ C(\tau_S \mu, \tau_P \pi) \psi_L \end{array} \right), \quad Qw := \left( \begin{array}{c} 0 \\ 0 \\ \vdots \\ \frac{1}{\tau_{\sigma, l}} \psi_L \end{array} \right)\]

Therewith, \((2.3)\) can be reformulated as
\[(2.6) \quad B\partial_t u(t) + (A + BQ)u(t) = f(t), \quad t \in (0, \infty), \quad u(0) = u_0,\]

where
\[u(t) = (v(t, \cdot), \sigma_0(t, \cdot), \ldots, \sigma_L(t, \cdot))^\top, \quad f(t) = (f(t, \cdot), 0, \ldots, 0)^\top,\]

and \(u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^\top\).

In the remainder of this subsection we provide a domain \(D(A) \subset X\) for the differential operator \(A\) and we specify ranges for \(\mu, \pi, \tau_S,\) and \(\tau_P,\) such that \((2.6)\) is wellposed.

We define
\[D(A) := H^1_0(D, \mathbb{R}^3) \times H(\text{div})^{1+L}\]

\(^2\)A rigorous description of the domains of these operators will be given below.
with
\[ H(\text{div}) = \{ \sigma \in L^2(D, \mathbb{R}^{3 \times 3}) : \text{div} \sigma_{s,j} \in L^2(D), \ j = 1, 2, 3 \}. \]

Then, the operator \( A : D(A) \subset X \to X \) is maximal monotone (see, e.g., [34, Lmm. 4.1]).

Now we consider the operator \( B \). To this end we regard \( C \) of (2.2) as a mapping
\[ C : D(C) \to \text{Aut}(\mathbb{R}^{3 \times 3}) \quad \text{where} \quad D(C) := \{ (m, p) \in \mathbb{R}^2 : m \leq m, \ p \leq \bar{p} < \bar{p} \} \]
with constants \( 0 < m < \bar{m} \) and \( 0 < \bar{p} < \bar{p} \) such that \( 3\bar{p} > 4\bar{m} \). For \( (m, p) \in D(C) \),
\[ C(m, p)^{-1} = C \left( \frac{1}{4m}, \frac{p - m}{m(3\bar{p} - 4\bar{m})} \right). \]

Moreover, \( (C(m, p)M) : N = M : (C(m, p)N) \) and
\[ \min\{2m, 3\bar{p} - 4\bar{m}\} : M \leq C(m, p)M : M \leq \max\{2m, 3\bar{p} - 4\bar{m}\} : M, \]
see, e.g., [46, Lmm. 50].

As explained above, in FWI the five parameters \( \varrho, v_S, \tau_S, v_P, \tau_P \) are to be recovered and \( B \) depends on them via the relations
\[ \pi = \frac{\varrho v_P^2}{1 + \tau_P \alpha} \quad \text{and} \quad \mu = \frac{\varrho v_S^2}{1 + \tau_S \alpha}, \]
see (2.4). Throughout we restrict these five parameters to the physically meaningful set
\[ \mathcal{P} := \{ \varrho = (p_1, \ldots, p_5)^T \in L^\infty(D)^5 : \varrho_{\min} < p_1(\cdot) < \varrho_{\max}, \ v_{S_{\min}} < p_2(\cdot) < v_{S_{\max}}, \]
\[ \tau_{S_{\min}} < p_3(\cdot) < \tau_{S_{\max}}, \ v_{P_{\min}} < p_4(\cdot) < v_{P_{\max}}, \ \tau_{P_{\min}} < p_5(\cdot) < \tau_{P_{\max}} \ a.e. \ in \ D \} \]
with suitable bounds \( 0 < \varrho_{\min} < \varrho_{\max} \ < \infty \), etc. In view of (2.9) we deduce
\[ \mu_{\min} := \frac{\varrho_{\min} v_{S_{\min}}^2}{1 + \tau_{S_{\max}} \alpha} \quad \text{and} \quad \mu_{\max} := \frac{\varrho_{\max} v_{S_{\max}}^2}{1 + \tau_{S_{\min}} \alpha} \]
as lower and upper bound on \( \mu \), and we observe that \( \mu_{\min} < \mu < \mu_{\max} \) for all \( \varrho, v_S, \tau_S, v_P, \tau_P \) \( \in \mathcal{P} \). The bounds \( \pi_{\min} \) and \( \pi_{\max} \) for \( \pi \) are defined accordingly by replacing \( s \) by \( r \) in (2.11).

Next we determine \( p, \bar{p}, m, \) and \( \bar{m} \) such that \( \mu, \pi, \tau_S \mu, \tau_P \pi \) \( \in D(C) \) whenever \( \varrho, v_P, v_S, \tau_P, \tau_S \) \( \in \mathcal{P} \). In fact, this can be achieved by setting
\[ \bar{p} := \pi_{\min} \min\{1, \tau_P \min\} \quad \text{and} \quad \bar{p} := \pi_{\max} \max\{1, \tau_P \max\} \]
with \( m \) and \( \bar{m} \) defined correspondingly. The restriction \( 3\bar{p} > 4\bar{m} \) is equivalent to
\[ \frac{4}{3} \frac{\varrho_{\max}}{\varrho_{\min}} \frac{1 + \tau_{P_{\max}} \alpha}{1 + \tau_{S_{\min}} \alpha} \max\{1, \tau_{S_{\max}} \} \min\{1, \tau_{P_{\min}} \} < \frac{v_P^2}{v_S^2}. \]

We note that (2.12) implies that the family of selfadjoint operators \( \{ B = B(p) : p \in \mathcal{P} \} \subset \mathcal{L}(X) \) is uniformly positive definite and uniformly bounded.

**Remark 2.1.** As there is no a priori physical relation/restriction between the scaling factors \( \tau_S \) and \( \tau_P \), it might happen locally that the shear wave travels faster than the pressure wave, see (2.4). In many applications in seismic and seismology it is often assumed that \( \tau_S \approx \tau_P \). In this case, relation (2.12) mathematically expresses the common observation that pressure waves propagate faster than shear waves.

---

3We denote by \( \text{Aut}(\mathbb{R}^{3 \times 3}) \) the space of isomorphisms from \( \mathbb{R}^{3 \times 3} \) onto itself.

4Personal communication by Thomas Bohlen (Karlsruhe Institute of Technology, Geophysical Institute).
Finally, given the assumptions and restrictions from above, we can state the following wellposedness results: If \( u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^T \in D(A) \) and \( f \in W^{1,1}(0, \infty, L^2(D, \mathbb{R}^3)) \), then (2.6) (or equivalently (2.3) with \( g = 0 \)) admits a unique classical solution \( u = (v, \sigma_0, \ldots, \sigma_L)^T \in C([0, \infty), D(A)) \cap C^1([0, \infty), X) \) (see, e.g., [34]). On the other hand, if \( u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^T \in X \) and \( f \in L^1_{\text{loc}}([0, \infty), L^2(D, \mathbb{R}^3)) \), then (2.6) (or equivalently (2.3) with \( g = 0 \)) admits a unique mild solution \( u = (v, \sigma_0, \ldots, \sigma_L)^T \in C([0, \infty), X) \), which satisfies
\[
(2.13a) \quad \int_0^t u(s)ds \in D(A), \quad t \in [0, \infty),
\]
and
\[
(2.13b) \quad Bu(t) = Bu_0 - (A + BQ)\int_0^t u(s)ds + \int_0^t f(s)ds, \quad t \in [0, \infty),
\]
(see, e.g., [26, Thm 2.15]).

**Remark 2.2.** Below in Section 3 we will need to extend the (mild) solution of the homogeneous version of (2.6) to negative times. This extension is possible because \( A \) is skew-symmetric, i.e., \(-A = A^*\), and \( A^* \) is maximal monotone (see [33, Rem. 3.2]). The homogeneous version of (2.6) for negative time reads
\[
(2.14) \quad -B\partial_t u(-t) + (A^* - BQ)u(-t) = 0, \quad t \in (0, \infty), \quad u(0) = u_0.
\]
The same arguments as in [34, Sect. 3] can be used to show that (2.14) admits a unique (mild) solution, which satisfies
\[
Bu(-t) = Bu_0 - (A^* - BQ)\int_0^t u(-s)ds = Bu_0 + (A + BQ)\int_{-t}^0 u(s)ds, \quad t \in [0, \infty),
\]
(see, e.g., [26, Thm 2.15]). Therewith, the mild solution \( u \), which satisfies (2.13) with \( f = 0 \), can be extended to negative times.

2.2. **The (semi-discrete) inverse problem.** Let
\[
V := \text{span}\{\varphi_j \text{ analytic in } \overline{D} : j = 1, \ldots, M\} \subset L^\infty(\overline{D}).
\]
Note that the functions \( \{\varphi_j : j = 1, \ldots, M\} \) are locally linearly independent over \( D \). This means that any linear combination that vanishes on a subset \( O \subset D \) with positive Lebesgue measure must be trivial:
\[
(2.15) \quad \text{meas}(O) > 0 \quad \text{and} \quad \sum_{j=1}^M a_j\varphi_j|_O = 0 \implies a_j = 0, \quad j = 1, \ldots, M.
\]
We write \( \| \cdot \|_V := \| \cdot \|_{L^\infty(\overline{D})} \). Specific examples for spaces \( V \) with the required properties are polynomial spaces and spaces spanned by certain classes of radial basis functions (see [19, Sec. 3]).

In a seismic experiment, sources are fired at time zero in a non-empty open subset \( \Sigma \subset D \) and the resulting wave fields are measured in a different non-empty open subset \( \Omega \subset D \) until the observation time \( T > 0 \) has been reached. Accordingly, the measurements are in \( C([0, T], X_\Omega) \) where \( X_\Omega := L^2(\Omega, \mathbb{R}^3) \times L^2(\Omega, \mathbb{R}^3_{\text{sym}}) \). For technical reasons, which will become clear in the proof of Theorem 2.3 below, we confine the prescribed sources to
\[
(2.16) \quad W_0^{2,1}(\Sigma) := \{ f \in W^{2,1}([0, T], L^2(\Sigma, \mathbb{R}^3)) : f(0) = f'(0) = 0 \}.
\]
To formulate the corresponding semi-discrete inverse problem we set $V^5_+ := V^5 \cap \mathcal{P}$ and define the FWI forward operator (parameter-to-source-to-state map) by
\begin{equation}
\Phi: V^5_+ \subset V^5 \rightarrow \mathcal{L}(W_{0}^{2,1}(\Sigma), C([0, T], X_\Omega)), \quad (g, v_\Sigma, \tau_\Sigma, v_\Pi, \tau_\Pi) \mapsto (f \mapsto \Psi(u)),
\end{equation}
where $u = (v, \sigma_0, \ldots, \sigma_L)^T$ is the classical solution of (2.6) (or equivalently (2.3) with $g = 0$) with initial values $u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^T = (0, 0, \ldots, 0)^T$. Here,
\begin{equation}
\Psi: C([0, T], X) \rightarrow C([0, T], X_\Omega), \quad \Psi(w, \psi_0, \ldots, \psi_L) := \left(w|_\Omega, \sum_{l=0}^L \psi_l|_\Omega\right)^T,
\end{equation}
models the measurement process. Note that $\sum_{l=0}^L \sigma_l|_\Omega$, which is the second component of $\Psi(u)$, accounts for the stress related to $u|_\Omega$.

Now the semi-discrete seismic inverse problem (time-domain full waveform inversion) in the viscoelastic regime reads:
\begin{equation}
\text{(2.18)} \quad \text{Reconstruct } p = (g, v_\Sigma, \tau_\Sigma, v_\Pi, \tau_\Pi) \in V^5_+ \text{ from a measured version of } \Phi(p).
\end{equation}
We will verify in Theorem 4.3 below that in contrast to its infinite-dimensional version, which is locally illposed (see [34, Thm. 4.3]), the semidiscrete inverse problem is in fact locally wellposed and Lipschitz stable.

It has been established in [34, Thm. 4.4] that $\Phi$ is Fréchet-differentiable at any $p = (g, v_\Sigma, \tau_\Sigma, v_\Pi, \tau_\Pi) \in V^5_+$ with derivative $\Phi': V^5_+ \subset V^5 \rightarrow \mathcal{L}(V^5, \mathcal{W})$ given by
\begin{equation}
\Phi'(p)[h]f = \Psi(\bar{u}), \quad h = (h_1, \ldots, h_5) \in V^5, \quad f \in W_{0}^{2,1}(\Sigma),
\end{equation}
where $\bar{u} = (\bar{v}, \bar{\sigma}_0, \ldots, \bar{\sigma}_L)^T \in C([0, T], X)$ denotes the mild solution of
\begin{align}
(2.19a) \quad & g \partial_t \bar{v} = \text{div} \left( \sum_{l=0}^L \bar{\sigma}_l \right) - h_1 \partial_t v, \\
(2.19b) \quad & \partial_t \bar{\sigma}_0 = C(\mu, \pi)\varepsilon(v) + \left( \frac{h_1}{\varrho} \right) C(\mu, \pi) + \varrho C(\mu, \pi) \varepsilon(v), \\
(2.19c) \quad & \partial_t \bar{\sigma}_l = C(\tau_\Sigma\mu, \tau_\Pi\pi)\varepsilon(v) - \frac{1}{\tau_\sigma}\bar{\sigma}_l + \left( \frac{h_1}{\varrho} \right) C(\tau_\Sigma\mu, \tau_\Pi\pi) + \varrho C(\mu, \pi) \varepsilon(v), \quad l = 1, \ldots, L,
\end{align}
with initial values
\begin{equation}
\bar{u}_0 = (\bar{v}_0, \bar{\sigma}_{0,0}, \ldots, \bar{\sigma}_{L,0})^T = (0, 0, \ldots, 0)^T.
\end{equation}

Here $v$ is the first component of the classical solution $u = (v, \sigma_0, \ldots, \sigma_L)^T$ of (2.6) (or equivalently (2.3) with $g = 0$) with initial values $u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^T = (0, 0, \ldots, 0)^T$. Further,
\begin{align}
(2.19e) \quad & \bar{\mu} := \frac{2v_\Sigma}{1 + \tau_\Sigma\alpha} h_2 - \frac{\alpha v_\Sigma^2}{(1 + \tau_\Sigma\alpha)^2} h_3, \quad \bar{\pi} := \frac{2v_\Pi}{1 + \tau_\Pi\alpha} h_4 - \frac{\alpha v_\Pi^2}{(1 + \tau_\Pi\alpha)^2} h_5, \\
(2.19f) \quad & \tilde{\mu} := \frac{2\tau_\Sigma v_\Sigma}{1 + \tau_\Sigma\alpha} h_2 + \frac{v_\Sigma^2}{(1 + \tau_\Sigma\alpha)^2} h_3, \quad \tilde{\pi} := \frac{2\tau_\Pi v_\Pi}{1 + \tau_\Pi\alpha} h_4 + \frac{v_\Pi^2}{(1 + \tau_\Pi\alpha)^2} h_5.
\end{align}
The following property of $\Phi'$ will become important later. Its technical proof is given in Appendix A.
Theorem 2.3. The map \( \Phi' : V_+^5 \subset V^5 \to \mathcal{L}(V^5, W) \) is Lipschitz continuous, i.e.,
\[
\|\Phi'(p_1) - \Phi'(p_2)\|_{\mathcal{L}(V^5, W)} \lesssim \|p_1 - p_2\|_{V^5}
\]
for all \( p_1, p_2 \in V_+^5 \). The Lipschitz constant depends only on the observation time \( T \) and the bounds \( g_{\min}, g_{\max} \), etc., that restrict the parameter range \( \mathcal{P} \) in (2.10).

3. A CONTROL RESULT FOR THE VISCOELASTIC WAVE EQUATION

In Theorem 3.4 below we will establish the existence of a source \( f \in W_0^{2,1}(\Sigma) \), which plugged into (2.3a) initiates a velocity field \( \mathbf{v} \) with non-trivial divergence and non-trivial deviator in \( \Omega \) at time \( T > 0 \) provided that \( T \) is large enough.

We define the bounded linear operator
\[
\mathcal{T} : L^2([0, T] \times \Sigma, \mathbb{R}^3) \to L^2_\theta(\Omega, \mathbb{R}^3), \quad f \mapsto \mathbf{v}(T, \cdot)|_{\Omega},
\]
where \( \mathbf{v} \) is the first component of \( u = (\mathbf{v}, \sigma_\mu, \ldots, \sigma_L)^\top \), the classical solution of (2.6) (or equivalently (2.3) with \( g = 0 \)) with initial values \( u_0 = (\mathbf{v}_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^\top = (0, 0, \ldots, 0)^\top \). Note that \( \mathcal{T} \) is well defined as \( \mathbf{v} \) is continuous in time, and bounded because \( \|u\|_{L^2([0,T],X)} \lesssim \|f\|_{L^1([0,T],X)} \) (see [34, p. 2643]). The space \( L^2_\theta(\Omega, \mathbb{R}^3) \) is the same as \( L^2(\Omega, \mathbb{R}^3) \) but with the \( \varrho \)-weighted inner product
\[
\langle \psi, \mathbf{w} \rangle_{L^2_\varrho(\Omega, \mathbb{R}^3)} := \langle \varrho \psi, \mathbf{w} \rangle_{L^2(\Omega, \mathbb{R}^3)}.
\]
Both spaces share the same topology by the restrictions on \( \varrho \) in (2.10).

Lemma 3.1. The adjoint operator \( \mathcal{T}^* \) of \( \mathcal{T} \) from (3.1) is given by
\[
\mathcal{T}^* : L^2_\theta(\Omega, \mathbb{R}^3) \to L^2([0, T] \times \Sigma, \mathbb{R}^3), \quad \mathbf{r} \mapsto \mathbf{w}|_{[0,T] \times \Sigma},
\]
where \( g = (\mathbf{w}, \psi_0, \ldots, \psi_L)^\top \in C([0,T], X) \) is the unique mild solution of the adjoint wave equation\(^6\)
\[
(3.2) \quad B \partial_t g(t) = (A + BQ)^* g(t), \quad t \in (0,T), \quad g(T) = (\chi_\Omega \mathbf{r}, 0, \ldots, 0)^\top.
\]

Proof. Let \( f \in L^2([0,T] \times \Sigma, \mathbb{R}^3) \) and \( \mathbf{r} \in L^2_\theta(\Omega, \mathbb{R}^3) \). To work with classical solutions we choose sequences \( \{q_k\}_k \subset W^{1,1}([0,T], L^2(D, \mathbb{R}^3)) \) and \( \{r_k\}_k \subset H^1(D, \mathbb{R}^3) \) with \( f_k \to \chi_\Sigma f \) in \( L^2([0,T] \times D, \mathbb{R}^3) \) and \( r_k \to \chi_\Sigma \mathbf{r} \) in \( L^2(\partial D, \mathbb{R}^3) \). Furthermore, let \( u_k = (v_k, \sigma_{0,k}, \ldots, \sigma_{L,k})^\top \) and \( g_k = (\mathbf{w}_k, \psi_{0,k}, \ldots, \psi_{L,k})^\top \) be the classical solutions of (2.6) with initial values \( u_k(0) = (0, 0, \ldots, 0)^\top \) and of (3.2), respectively, when replacing \( f \) by \( f_k := (f_k, 0, \ldots, 0)^\top \) and \( \mathbf{r} \) by \( r_k \). We note that \( \mathbf{w}_k \to \mathbf{w} \) in \( L^2([0,T] \times D, \mathbb{R}^3) \) and \( \mathbf{v}_k(T, \cdot) \to \mathbf{v}(T, \cdot) \) in \( L^2(D, \mathbb{R}^3) \) (see [34, pp. 2643]).

Integration by parts yields
\[
\langle \psi_k(T, \cdot), r_k \rangle_{L^2_\varrho(\Omega, \mathbb{R}^3)} = \langle \varrho \psi_k(T, \cdot), w_k(T, \cdot) \rangle_{L^2(\Omega, \mathbb{R}^3)} - \langle \varrho \psi_k(0, \cdot), w_k(0, \cdot) \rangle_{L^2(\Omega, \mathbb{R}^3)}
\]
\[
= \langle Bu_k(T), g_k(t) \rangle_X - \langle u_k(0), Bg_k(0) \rangle_X
\]
\[
= \int_0^T \langle B\partial_t u_k(t), g_k(t) \rangle_X dt + \int_0^T \langle u_k(t), B\partial_t g_k(t) \rangle_X dt
\]
\[
= \int_0^T \langle -(A + BQ)u_k(t) + f_k(t), g_k(t) \rangle_X dt
\]
\[\vspace{1cm}\]
\( ^5\)The notation \( E_1 \lesssim E_2 \) indicates the existence of a generic constant \( c > 0 \) such that \( E_1 \leq c E_2 \).
\( ^6\)Since \( (A + BQ)^* = -A + BQ \), the same arguments as in [34, Sect. 3] can be used to show that (3.2) admits a unique mild solution.
\[ + \int_0^T \langle u_k(t), (A + BQ)^* g_k(t) \rangle_X dt \]
\[ = \int_0^T \langle f_k(t), g_k(t) \rangle_X dt = \langle f_k, w_k \rangle_{L^2([0,T] \times D, \mathbb{R}^3)}. \]

Passing to the limit as \( k \to \infty \) verifies the assertion. \( \square \)

**Theorem 3.2.** Suppose that \( g, v_S, \tau_S, v_P, \tau_P \in \mathcal{P} \) are analytic in \( \overline{D} \). Then the operator \( \mathcal{T} \) defined in (3.1) has a dense range, provided that
\[ T/2 > \text{dist}(x, \Sigma) := \inf_{y \in \Sigma} \text{dist}(x, y) \quad \text{for all } x \in D. \]
Here, \( \text{dist} \) denotes the Riemannian distance function in \( D \), which is defined by
\[ \text{dist}(x, y) := \inf_{\gamma} \int_a^b \frac{|\dot{\gamma}(t)|}{c(\gamma(t))} dt, \quad x, y \in D, \]
with
\[ c^2(x) := \min \left\{ v_S^2(x), v_P^2(x) \right\} \]
where the infimum is taken over all \( C^1 \)-curves \( \gamma: [a, b] \to D \) connecting \( x \) and \( y \).

Before we will prove the theorem we discuss the physical meaning of (3.3). In view of (2.4) and assuming \( \alpha \approx L \) (note that \( \alpha \leq L \)), \( c \) is about the velocity of the slowest wave type. The condition says that the allotted observation time \( T \) has to be large enough such that even the slowest waves initiated in \( \Sigma \) can propagate back and forth through \( D \) within the measurement period. In a typical rock formation we expect \( c \) to be close to the shear wave velocity, \( c \approx v_S \), but see Remark 2.1.

**Proof of Theorem 3.2.** From functional analysis we know that \( \mathcal{T} \) has a dense range if and only if \( \mathcal{T}^* \) is injective.

Now, assume that \( \mathcal{T}^* \mathbf{r} = 0 \). Let \( g = (\mathbf{w}, \psi_0, \ldots, \psi_L)^\top \in \mathcal{C}([0,T], X) \) be the mild solution of the adjoint wave equation (3.2), i.e., \( B \partial_t g = (A + BQ)^* g = (-A + BQ)g \) subject to \( g(T) = (\chi_{\Omega} \mathbf{r}, 0, \ldots, 0)^\top \). By the same argument as used in Remark 2.2, \( g \) can be extended to a solution of (3.2) that exists for all times \( t \in \mathbb{R} \). Denoting this extension again by \( g = (\mathbf{w}, \psi_0, \ldots, \psi_L)^\top \in \mathcal{C}(\mathbb{R}, X) \) we have that

\[
\begin{align*}
(3.5a) \quad & g \partial_t \mathbf{w} = \text{div} \left( \sum_{l=0}^L \psi_l \right) \quad \text{in } \mathbb{R} \times D, \\
(3.5b) \quad & \partial_t \psi_0 = C(\mu, \pi) \varepsilon(\mathbf{w}) \quad \text{in } \mathbb{R} \times D, \\
(3.5c) \quad & \tau_{\sigma,l} \partial_t \psi_l = \tau_{\sigma,l} C(\tau_S \mu, \tau_P \pi) \varepsilon(\mathbf{w}) + \psi_l, \quad l = 1, \ldots, L, \quad \text{in } \mathbb{R} \times D,
\end{align*}
\]

together with the initial conditions \( \mathbf{w}(T, \cdot) = \mathbf{r} \) and \( \psi_l(T, \cdot) = 0, \ l = 0, \ldots, L, \) in \( D \). This mild solution is the weak solution as well (see, e.g., [33, Cor. 2.5]). From Lemma 3.1 we find that our assumption \( \mathcal{T}^* \mathbf{r} = 0 \) means that \( \mathbf{w} = 0 \) everywhere in \( [0, T] \times \Sigma \). Accordingly, (3.5b) together with the homogeneous initial condition implies then that \( \psi_0 = 0 \) in \( [0, T] \times \Sigma \). The \( L \) equations in (3.5c) can be viewed as linear first-order ordinary differential equations for \( \psi_l \). Taking into account the homogeneous initial data we find that
\[ \psi_l(t) = -\int_t^T \exp \left( \frac{t-s}{\tau_{\sigma,l}} \right) C(\tau_S \mu, \tau_P \pi) \varepsilon(\mathbf{w}(s)) ds, \quad l = 1, 2, \ldots, L, \quad t \in \mathbb{R}. \]
Hence, $w|_{[0,T] \times \Sigma} = 0$ gives $\psi_l = 0$ in $[0, T] \times \Sigma$ for all $l = 1, 2, \ldots, L$. Consequently we have shown that $g = (0, \ldots, 0)^T$ in $[0, T] \times \Sigma$.

By taking the divergence of (3.5b), the time derivative of (3.5a), and using the explicit expressions (3.6) for the $\psi_l$’s, we obtain a second-order system with memory term

\begin{equation}
\partial_t^2 w(t) = \text{div} \left( C(\mu, \pi) \varepsilon(w(t)) \right) + \sum_{l=1}^{L} \text{div} \left[ C(\tau_{\Sigma l}, \tau_{\pi l}) \varepsilon(w(t)) \right] - \frac{1}{\tau_{\sigma l}} \int_t^T \exp \left( \frac{t - s}{\tau_{\sigma l}} \right) C(\tau_{\Sigma l}, \tau_{\pi l}) \varepsilon(w(s)) \, ds
\end{equation}

(3.7)

\begin{align*}
= \text{div} \left( C \left[ 1 + L\tau_{\Sigma}, [1 + L\tau_{\pi}] \right] \varepsilon(w(t)) \right) \\
- \text{div} \int_t^T \left[ \sum_{l=1}^{L} \frac{1}{\tau_{\sigma l}} \exp \left( \frac{t - s}{\tau_{\sigma l}} \right) C(\tau_{\Sigma l}, \tau_{\pi l}) \varepsilon(w(s)) \right] \, ds.
\end{align*}

Accordingly, $\tilde{w}(t) := w(-t - T), t \in \mathbb{R}$, satisfies a wave equation that is exactly of the form discussed in formulas (1) and (2) of [18] with relaxation tensor

\begin{equation}
H(t) = C(\mu, \pi) + \sum_{j=1}^{L} \exp \left( -\frac{t}{\tau_{\sigma j}} \right) C(\tau_{\Sigma j}, \tau_{\pi j}),
\end{equation}

using the notation employed in this reference. Indeed, we verify that

\begin{equation}
H(0) = C(\mu, \pi) + \sum_{l=1}^{L} C(\tau_{\Sigma l}, \tau_{\pi l}) = C \left[ 1 + L\tau_{\Sigma}, [1 + L\tau_{\pi}] \right],
\end{equation}

and that

\begin{equation}
-\partial_t H(t) = \sum_{l=1}^{L} \frac{1}{\tau_{\sigma l}} \exp \left( -\frac{t}{\tau_{\sigma l}} \right) C(\tau_{\Sigma l}, \tau_{\pi l}).
\end{equation}

We would like to invoke a global uniqueness statement of [18, Thm 1.4] which, however, requires solutions to the system (3.7) of class $H^2$, i.e., $w \in H^2([0, T] \times D, \mathbb{R}^3)$. By a regularization argument, we will demonstrate that the local uniqueness property holds also for mild solutions $w \in \mathcal{C}(\mathbb{R}, L^2(D, \mathbb{R}^3))$. To this end let $\chi$ be the indicator function of the interval $[-1/2, 1/2]$ and define $\chi_n(\cdot) := n \chi(n \cdot)$ for $n \in \mathbb{N}$. Further, set $g_n := \chi_n \ast \chi_n \ast g$ where $\ast$ denotes convolution in time. The regularizations $g_n = (w_n, \psi_{0,n}, \ldots, \psi_{L,n})$ and their time derivatives are solutions to the system (3.5) in $\mathbb{R} \times D$ since the coefficients are time-independent. Additionally, $g_n(t) \in D(A)$ for $t \in \mathbb{R}$ which follows recursively from

\begin{equation}
\frac{1}{n} \chi_n \ast g(t) = \int_{t-1/(2n)}^{t+1/(2n)} g(s) \, ds - \int_{0}^{t-1/(2n)} g(s) \, ds - \int_{t-1/(2n)}^{t+1/(2n)} g(s) \, ds
\end{equation}

since the latter two functions are in $D(A)$ as $g$ is a mild solution of (3.5) (see (2.13a) which extends to negative times according to Remark 2.2). In particular,

(3.8) \quad $w_n(T) \in H_0^1(D, \mathbb{R}^3)$ and \quad $\text{div} \psi_{l,n}(T) \in L^2(D, \mathbb{R}^3), l = 0, \ldots, L$.

Moreover, $g_n \in \mathcal{C}^2(\mathbb{R}, X)$ since $g \in \mathcal{C}(\mathbb{R}, X)$. Accordingly, $\partial_t^2 w_n(T) \in L^2(D, \mathbb{R}^3)$. The relation

\begin{equation}
\frac{1}{n} \partial_t g_n(t) = \chi_n \ast g(t + 1/(2n)) - \chi_n \ast g(t - 1/(2n))
\end{equation}

\begin{equation}
\partial_t g_n(t) = \chi_n \ast g(t + 1/(2n)) - \chi_n \ast g(t - 1/(2n))
\end{equation}
proves that \( \partial_t g_n(t) \in D(A) \) for all \( t \in \mathbb{R} \). Thus, in view of (3.5a) for \( g_n \),

\[
(3.9) \quad \text{div} \sum_{l=0}^{L} \psi_{l,n}(T) \in H_{0}^{1}(D, \mathbb{R}^{3}).
\]

Evaluating (3.7) for \( w_n \) in \( t = T \) gives

\[
\text{div} \left( C ([1 + L \tau_{S}] \mu, [1 + L \tau_{P}] \pi) \varepsilon(w_n(T)) \right) = g \partial_t^2 w_n(T) \quad \text{in } D.
\]

Elliptic regularity shows that \( w_n(T) \in H^{2}(D, \mathbb{R}^{3}) \) (see [18, p. 1532]). Recalling that \( g_n \) satisfies (3.5), we have just shown that the final state \( g_n(T) \) is in

\[
D(A^2) = \left\{ (z, \phi_0, \ldots, \phi_L)^T \in H_{0}^{1}(D, \mathbb{R}^{3}) \times H(\text{div})^{1+L} : \right. \]

\[
\left. \text{div} \varepsilon(z) \in L^2(D, \mathbb{R}^{3}), \; \text{div} \sum_{l=0}^{L} \phi_l \in H_{0}^{1}(D, \mathbb{R}^{3}) \right\}.
\]

In fact, \( g_n(T) \in D(A^2) \) can be inferred from (3.8), (3.9), and \( \text{div} \varepsilon(w_n(T)) \in L^2(D, \mathbb{R}^{3}) \) as \( w_n(T) \in H^2(D, \mathbb{R}^{3}) \).

Setting \( \tilde{g}_n(t) := g_n(T - t), \; t \in [0, T], \) and \( \tilde{A} := B^{-1} A - Q, \) (3.5) can be written as initial value problem \( \partial_t \tilde{g}_n = \tilde{A} \tilde{g}_n, \; \tilde{g}_n(0) := g_n(T) \). Further, \( \partial_t \tilde{g}_n(t) = S(t) g_n(T) \) where \( \{S(t)\}_{t \geq 0} \) is the semigroup generated by \( \tilde{A} \). Since \( D(\tilde{A}) = D(A), \) \( S(t) D(\tilde{A}^2) \subset D(A^2), \) and \( \partial_t^2 S(t) g_n(T) = S(t) \tilde{A}^2 g_n(T) \), see, e.g., [26, Prop. 2.11], we conclude that \( g_n \in C^2([0, T], D(A^2)) \). In particular, \( w_n \in H^2([0, T] \times D, \mathbb{R}^{3}) \).

Since \( w \equiv 0 \) in \( [0, T] \times \Sigma \), we know that \( w_n = \chi_n \ast \chi_n \ast w \equiv 0 \) in \( [1/n, T - 1/n] \times \Sigma \). By assumption, there exists a \( \delta > 0 \) such that \( T - 4\delta > 2 \text{dist}(x, \Sigma) \) for all \( x \in D \). We will now show that we can use a global uniqueness theorem for solutions to the homogeneous viscoelastic system (Theorem 1.4 in [18]) to infer that \( w_n \equiv 0 \) in \( (T/2 - \delta, T/2 + \delta) \times D \) provided \( n > 1/\delta \). For that we have to show that our distance function is indeed the distance function used in [18].

We will now work with the second-order system (3.7). Using the assumptions on the elasticity tensor, the characteristic polynomial is

\[
p(x, \tau, \xi) = \text{det} \left( \tau^2(x) - \frac{\mu(x)}{\varrho(x)} [1 + L \tau_{S}(x)] \right) \xi^2 I_3 - \frac{\pi(x)}{\varrho(x)} [1 + L \tau_{P}(x)] \xi \right)
\]

\[
= \left( \tau^2 - \frac{\mu(x)}{\varrho(x)} [1 + L \tau_{S}(x)] \right) |\xi|^2 \left( \tau^2 - \frac{\pi(x)}{\varrho(x)} [1 + L \tau_{P}(x)] \right) |\xi|^2,
\]

see [18, Def. 1.1]. Hence, we have that

\[
a_1(x, \xi) = \min \left\{ \frac{\mu(x)}{\varrho(x)} [1 + L \tau_{S}(x)], \frac{\pi(x)}{\varrho(x)} [1 + L \tau_{P}(x)] \right\} |\xi|^2
\]

where \( a_1 \) is defined in [18, p. 1531]. Note that this function is of the form \( c^2(x)|\xi|^2 \), and \( c^2 \) is continuous. Hence, the distance function is defined by the metric \( |v|_x = |v|/c(x) \) (see [18, p. 1532]).

Having established that \( w_n \equiv 0 \) in \( (T/2 - \delta, T/2 + \delta) \times D \) for all \( n > 1/\delta \), by the convergence of the regularizations, the same must be true for the limit function \( w \).
Finally, we will show that \( \mathbf{w}(T) = \mathbf{0} \) in \( D \). To this end we consider again the second-order formulation of (3.5) similar to (3.7), but now we work with initial values at time \( t = T/2 \). In this case (3.6) has to be replaced by

\[
\psi_l(t) = \exp \left( \frac{t-T/2}{\tau_{\sigma,l}} \right) \psi_l(T/2) + \int_{T/2}^t \exp \left( \frac{t-s}{\tau_{\sigma,l}} \right) C(\tau_{S\mu}, \tau_{P\pi}) \varepsilon(\mathbf{w}(s)) \, ds, \quad l = 1, 2, \ldots, L, \quad t \in \mathbb{R},
\]

and consequently

\[
\varrho \partial_t^2 \mathbf{w}(t) = \text{div} \left( C \left( [1 + L\tau_S]\mu, [1 + L\tau_P]\pi \right) \varepsilon(\mathbf{w}(t)) \right)
+ \text{div} \int_{T/2}^t \left[ \sum_{l=1}^L \frac{1}{\tau_{\sigma,l}} \exp \left( \frac{t-s}{\tau_{\sigma,l}} \right) \right] C(\tau_{S\mu}, \tau_{P\pi}) \varepsilon(\mathbf{w}(s)) \, ds
+ \sum_{l=1}^L \exp \left( \frac{t-T/2}{\tau_{\sigma,l}} \right) \text{div} \psi_l(T/2).
\]

Using now that \( \mathbf{w} \equiv 0 \) in \( (T/2 - \delta, T/2 + \delta) \times D \), gives

\[
\sum_{l=1}^L \exp \left( \frac{t-T/2}{\tau_{\sigma,l}} \right) \text{div} \psi_l(T/2) = 0 \quad \text{in} \ (T/2 - \delta, T/2 + \delta) \times D,
\]

and since this function is analytic in \( t \), we infer that this function must vanish for all \( t \in \mathbb{R} \). Hence, in view of (3.11) the function \( \mathbf{w} \) satisfies an elastic wave equation with memory term with vanishing initial data at \( t = T/2 \). This problem has a unique solution [11] and thus \( \mathbf{w} \equiv 0 \) in \( (T/2, T) \times D \). In particular, \( \mathbf{r} = \mathbf{w}(T) = \mathbf{0} \) in \( D \). \( \square \)

**Remark 3.3.** Theorem 1.4 in [18] uses a different setting from ours. The emphasis is on the uniqueness of the lateral Cauchy problem. Here we propagate a zero set given in the interior which is somewhat simpler. Observe that the Cauchy problem in [18] is treated by extending the function by zero to a larger set which means that the uniqueness question for the lateral Cauchy problem is actually converted into a uniqueness question in the interior.

Below we will need the deviator of a vector field. An element \( \delta \in L^2(\Omega, \mathbb{R}^{3\times3}) \) is called the (weak) deviator of \( \mathbf{w} \in L^2(\Omega, \mathbb{R}^3) \) if

\[
\int_{\Omega} \delta : \phi \, dx = -\int_{\Omega} \mathbf{w} : \left( \text{div} \phi - \frac{1}{3} \text{trace}(\phi) \right) \, dx \quad \text{for all} \ \phi \in C_0^\infty(\Omega, \mathbb{R}^{3\times3}).
\]

We write \( \text{dev} \mathbf{w} := \delta \) and note that \( \text{dev} \mathbf{w} = \varepsilon(\mathbf{w}) - \frac{1}{3} (\text{div} \mathbf{w}) I_3 \) for \( \mathbf{w} \in H^1(\Omega, \mathbb{R}^3) \), i.e., \( \text{dev} \mathbf{w} \) is the trace-free part of \( \varepsilon(\mathbf{w}) \).

**Theorem 3.4.** Assume that the observation time \( T \) satisfies (3.3) for the distance function (3.4) where \( c \) is replaced by its lower bound \( \underline{c} \) with\(^7\)

\[
\underline{c}^2 = \min \left\{ \frac{c_{S,\min}^2}{1 + \alpha c_{S,\min}}, \frac{c_{P,\min}^2}{1 + \alpha c_{P,\min}} \right\}.
\]

Then, there exist finitely many sources \( \mathbf{f}_1, \ldots, \mathbf{f}_m \in W^{2,1}_0(\Sigma) \) for which the following holds: For any \( \mathbf{p} = (\varrho, \upsilon_S, \tau_S, \upsilon_P, \tau_P) \in V^5_+ \), there is an \( \mathbf{f} \in \{ \mathbf{f}_1, \ldots, \mathbf{f}_m \} \) such that the

---

\(^7\)Here we use (2.4) and the fact that \( \alpha < L \).
first component of the classical solution \( u = (v, \sigma_0, \ldots, \sigma_L)^\top \) of \((2.6)\) with source \( f \) and initial values \( u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^\top = (0, 0, \ldots, 0)^\top \) has a non-trivial divergence and a non-trivial deviator in \( \Omega \) at time \( T \), i.e., \( \text{div} v(T, \cdot)|_\Omega \neq 0 \) and \( \text{dev} v(T, \cdot)|_\Omega \neq 0 \).

**Proof.** Let \( u \in L^2(\Omega, \mathbb{R}^3) \) have non-trivial divergence and non-trivial deviator. Such a \( u \) can be constructed by choosing \( u = \nabla \varphi \) for some \( \varphi \in C^\infty(\overline{\Omega}) \) with \( \Delta \varphi \neq 0 \) and \( \varepsilon_{ij}(\nabla \varphi) = \partial_i \partial_j \varphi \neq 0 \) for one pair \((i, j)\) with \( 1 \leq i \neq j \leq 3 \). For instance we can choose \( \varphi(x) = \exp(-|x|^2) \), \( x \in \Omega \).

Since the spaces of (weak) divergence free and (weak) deviator free vector fields in \( \Omega \) are proper closed subspaces of \( L^2(\Omega, \mathbb{R}^3) \) there is a ball \( B_r(u) \subset L^2(\Omega, \mathbb{R}^3) \) around \( u \) with radius \( \varepsilon > 0 \) containing only vector fields with non-trivial divergence and non-trivial deviator. By Theorem 3.2, there is, for any \( p \in V^5_+ \), an \( f_p \in L^2([0, T] \times \Sigma, \mathbb{R}^3) \) such that \( \mathcal{T} f_p \in B_{\varepsilon/2}(u) \), i.e., \( \text{div}(\mathcal{T} f_p) \neq 0 \) and \( \text{dev}(\mathcal{T} f_p) \neq 0 \). Note that \( \mathcal{T} f_p = \Pi(\Phi(p) f_p)(T, \cdot) \) where \( \Pi : L^2(\Omega, \mathbb{R}^3) \times L^2(\Omega, \mathbb{R}^3_{\sym}) \to L^2(\Omega, \mathbb{R}^3) \) picks the first component.

We can even choose \( f_p \in W^{2,1}_0(\Sigma) \) (see (2.16)) because this space is dense in \( L^2([0, T] \times \Sigma, \mathbb{R}^3) \). Additionally, we can assume the sources to be normalized: \( \|f_p\|_{W^{2,1}_0(\Sigma)} = 1 \).

For any other \( q \in V^5_+ \) we have
\[
\|\Pi(\Phi(p) f_q)(T, \cdot) - u\|_{L^2(\Omega, \mathbb{R}^3)} \\
\leq \|\Pi(\Phi(q) f_q)(T, \cdot) - u\|_{L^2(\Omega, \mathbb{R}^3)} + \|\Phi(p) - \Phi(q)\| f_q \|_{C([0,T],X_n)}
\]
\[
\leq \frac{\varepsilon}{2} + \|\Phi(p) - \Phi(q)\| f_q \|_{C([0,T],X_n)}.
\]

Further, by [33, Lmm. 3.3] (this reference deals with the special case \( Q = 0 \), but the result immediately extends to nonzero \( Q \) as considered in this work; see also [34, Thm. 3.7]),
\[
\|\Phi(p) - \Phi(q)\| f_q \|_{C([0,T],X_n)} \leq C_\varphi \|p - q\|_{V^5} \|f_q\|_{W^{2,1}_0(\Sigma)}
\]
where the involved constant \( C_\varphi \) depends on \( T \) and the bounds determining \( \varphi \), see (2.10).

Combining these two estimates we conclude that
\[
\|\Pi(\Phi(p) f_q)(T, \cdot) - u\|_{L^2(\Omega, \mathbb{R}^3)} < \frac{\varepsilon}{2} + C_\varphi \|p - q\|_{V^5}.
\]

Since \( V^5_+ \) is compact we can cover it with finitely many, say \( m \), open balls with radii less than \( \varepsilon/(2C_\varphi) \). Denote the centers of these balls by \( q_1, \ldots, q_m \). Accordingly, there is a \( q_k \) such that \( \|p - q_k\|_{V^5} < \varepsilon/(2C_\varphi) \). Hence,
\[
\|\Pi(\Phi(p) f_{q_k})(T, \cdot) - u\|_{L^2(\Omega, \mathbb{R}^3)} < \varepsilon
\]
and both, divergence and deviator of \( \Pi(\Phi(p) f_{q_k})(T, \cdot) \), are not identically zero in \( \Omega \). \( \square \)

4. Local injectivity of the FWI forward operator yields TCC

**Proposition 4.1.** Suppose that \( \varrho, v_S, \tau_S, v_P, \tau_P \in \mathcal{P} \) are analytic in \( \overline{D} \). Let \( h \in V^5 \setminus \{0\} \), and let \( \Sigma, \Omega \subset D \) be non-empty, open and disjoint. If the observation time \( T \) is as in Theorem 3.4, then there exists an \( f \in W^{2,1}_0(\Sigma) \) such that \( \Phi(\overline{\Pi}) \neq (0, 0)^\top \) where \( \overline{\Pi} = (\overline{v}, \overline{\sigma}_0, \ldots, \overline{\sigma}_L)^\top \) is the mild solution of \((2.19)\) with \( v \) being the first component of the classical solution \( u = (v, \sigma_0, \ldots, \sigma_L)^\top \) of \((2.6)\) with source \( f \) and initial values \( u_0 = (v_0, \sigma_{0,0}, \ldots, \sigma_{L,0})^\top = (0, 0, \ldots, 0)^\top \). This \( f \) does not depend on \( h \).

**Proof.** We argue by contradiction. Assume that there exists an \( h = (h_1, h_2, h_3, h_4, h_5)^\top \in V^5 \setminus \{0\} \) such that for any \( f \in W^{2,1}_0(\Sigma) \) the corresponding mild solution \( \overline{\Pi} \) of \((2.19)\), where \( v \) is the first component of the classical solution \( u \) of \((2.6)\) with source \( f \) and
initial values $u_0 = (0, 0, \ldots, 0)^T$, satisfies $\Psi(\pi) = (0, 0)$. According to Theorem 3.4 there is an $f$ such that $v$ has a non-trivial divergence and a non-trivial deviator in $\Omega$ at time $T$, i.e., $\text{div } v(T, \cdot)|_{\Omega} \neq 0$ and $\text{dev } v(T, \cdot)|_{\Omega} \neq 0$. In particular $v(T, \cdot)|_{\Omega} \neq 0$.

Note that $\pi = (\overline{v}, \overline{\sigma}_0, \ldots, \overline{\sigma}_L)^T$ satisfies the differential equation (2.19) as a mild solution only in the integrated form, compare (2.13). Using $\overline{v}|_{\Omega} = 0$ and $\sum_{l=0}^L \overline{\sigma}_l|_{\Omega} = 0$, the first equation of the integrated version of (2.19) yields

$$h_1(x) \partial_t v(t, x) = 0, \quad (t, x) \in [0, T] \times \Omega.$$ 

If $h_1 \neq 0$ then $h_1(\cdot) \neq 0$ in $\Omega$ by (2.15). Hence, the above displayed equation implies that $\partial_t v|_{[0,T] \times \Omega} = 0$ almost everywhere. In view of $v(0, \cdot) = v_0 = 0$ we get that $v(t, \cdot)|_{\Omega} = 0$ almost everywhere for any $t \in [0, T]$ contradicting $v(T, \cdot)|_{\Omega} \neq 0$. Therefore, $h_1 = 0$.

Next we consider the remaining equations of the integrated version of (2.19). They yield

$$\partial_t \overline{\sigma}_0(t, x) = \varrho \epsilon C(\overline{\mu}, \overline{\pi}) \varepsilon(v(t, x)), \quad (t, x) \in [0, T] \times \Omega,$$

$$\partial_t \overline{\sigma}_l(t, x) = -\frac{1}{\varrho \sigma_x} \overline{\sigma}_l(t, x) + \varrho \epsilon C(\overline{\mu}, \overline{\pi}) \varepsilon(v(t, x)), \quad l = 1, \ldots, L, \quad (t, x) \in [0, T] \times \Omega.$$

Using the zero initial values (2.19d) we can solve these equations to obtain

$$\overline{\sigma}_0(t, x) = \varrho \int_0^t C(\overline{\mu}, \overline{\pi}) \varepsilon(v(s, x)) \, ds, \quad (t, x) \in [0, T] \times \Omega,$$

$$\overline{\sigma}_l(t, x) = \varrho \int_0^t \exp \left( \frac{s-l}{\varrho \sigma_x} \right) C(\overline{\mu}, \overline{\pi}) \varepsilon(v(s, x)) \, ds, \quad l = 1, \ldots, L, \quad (t, x) \in [0, T] \times \Omega.$$

Summing up and recalling that $\sum_{l=0}^L \overline{\sigma}_l|_{\Omega} = 0$ gives

$$0 = \int_0^t C(\overline{\mu} + H(t-s, x) \overline{\pi} + H(t-s, x) \overline{\pi}) \varepsilon(v(s, x)) \, ds, \quad (t, x) \in [0, T] \times \Omega,$$

where

$$H(t, x) := \sum_{l=1}^L \exp \left( \frac{-t}{\varrho(x) / \sigma_x} \right).$$

We take the trace on both sides of (4.1) which results in

$$0 = \int_0^t D(t-s, x) \, \text{div } v(s, x) \, ds, \quad (t, x) \in [0, T] \times \Omega,$$

with

$$D(t, x) := 3(\overline{\pi}(x) + H(t, x) \overline{\pi}(x)) - 4(\overline{\mu}(x) + H(t, x) \overline{\mu}(x)).$$

Next, we differentiate (4.2) with respect to $t$ to get

$$0 = D(0, x) \, \text{div } v(t, x) + \int_0^t \partial_t D(t-s, x) \, \text{div } v(s, x) \, ds, \quad (t, x) \in [0, T] \times \Omega.$$

When $D(0, \cdot) \neq 0$ almost everywhere we have a second kind Volterra integral equation for $\text{div } v(\cdot, x)$ for almost every $x \in \Omega$. The corresponding integral kernel is continuous in $(t, s)$, so we have a unique solution, see, e.g., [35, Thm. 3.10]. Thus, $\text{div } v(t, x) = 0$, $(t, x) \in [0, T] \times \Omega$. Contradicting $\text{div } v(T, \cdot)|_{\Omega} \neq 0$. So we must have

$$0 = D(0, \cdot) = 3(\overline{\pi}(\cdot) + L \overline{\pi}(\cdot)) - 4(\overline{\mu}(\cdot) + L \overline{\mu}(\cdot)) \quad \text{in } \Omega,$$
that is, we are in the situation of (4.2) with $D$ replaced by $\partial_t D$. Repeating the above procedure, we conclude that

$$0 = \partial_t D(0, \cdot) = \partial_t H(0, \cdot)(3\tilde{\tau}(\cdot) - 4\tilde{\mu}(\cdot)) \quad \text{almost everywhere in } \Omega.$$  

Since $\partial_t H(0, \cdot) = -\frac{1}{\varrho(s)} \sum_{t=1}^{T} \frac{1}{\tau_{t,s}} \neq 0$ almost everywhere, we must have

$$3\tilde{\tau} = 4\tilde{\mu} \quad \text{and} \quad 3\tilde{\tau} = 4\tilde{\mu} \quad \text{in } \Omega$$

where the latter equality follows from the former plugged into (4.3).

We proceed by taking the deviatoric (trace-free) part of both sides of (4.1):

$$0 = \int_0^t (\tilde{\mu} + H(t - s, x)\tilde{\mu}) \, \text{dev} \, v(s, x) \, ds, \quad (t, x) \in [0, T] \times \Omega.$$  

This equation is of the same type as (4.2). Accordingly, we get the following Volterra integral equation of the second kind

$$0 = (\tilde{\mu} + L\tilde{\mu}) \, \text{dev} \, v(t, x) + \int_0^t \partial_t H(t - s, x)\tilde{\mu} \, \text{dev} \, v(s, x) \, ds, \quad (t, x) \in [0, T] \times \Omega,$$

which, for $\tilde{\mu}(\cdot) + L\tilde{\mu}(\cdot) \neq 0$ almost everywhere, admits the unique solution $\text{dev} \, v(t, x) = 0$, $(t, x) \in [0, T] \times \Omega$. This contradicts $\text{dev} \, v(T, \cdot)|_\Omega \neq 0$. Hence,

$$\tilde{\mu} + L\tilde{\mu} = 0 \quad \text{in } \Omega$$

and

$$0 = \int_0^t \partial_t H(t - s, x)\tilde{\mu} \, \text{dev} \, v(s, x) \, ds, \quad (t, x) \in [0, T] \times \Omega.$$  

Differentiating with respect to $t$ and arguing as before leads to $\tilde{\mu} = 0$ in $\Omega$, which, in view of (4.5) and (4.4), yields first $\tilde{\tau} = \tilde{\tau} = \tilde{\mu} = \tilde{\mu} = 0$ in $\Omega$ and then, by (2.19f) and (2.19e), $h_2 = h_3 = h_4 = h_5 = 0$ in $\Omega$. Finally, the local linear independence (2.15) finishes the proof. \hfill \Box

Local uniqueness of the seismic inverse problem (2.18) follows immediately.

**Theorem 4.2.** Suppose that $p = (\varrho, v_S, \tau_S, v_P, \tau_P)^T \in V^5_+$. Then, $\Phi'(p) \in \mathcal{L}(V^5, W)$ is an injective mapping, and we have that

$$\min \left\{ \| \Phi'(p)[h] \|_W : h \in V^5, \| h \|_{V^5} = 1 \right\} > 0.$$  

**Proof.** Assume the minimum to be zero. As $V^5$ is finite dimensional and $\Phi'(p)$ is continuous, there exists an $h \in V^5$ with $\| h \|_{V^5} = 1$ such that $\Phi'(p)[h]f = 0$ for all $f \in W^2_0(\Sigma)$. But then $h = 0$ by Proposition 4.1, which contradicts $\| h \|_{V^5} = 1$. \hfill \Box

In Theorem 2.3 we have seen that the derivative of the FWI forward operator is Lipschitz continuous. Now an application of Lemma C.1 from [19] yields our main result, that is, Lipschitz stability (4.6) of the semi-discrete seismic inverse problem and the TCC (4.7) for the semi-discrete FWI forward operator.

**Theorem 4.3.** For any $p = (\varrho, v_S, \tau_S, v_P, \tau_P)^T \in V^5_+$ there exists an open ball $B_r(p) \subset V^5_+$ such that

$$\| p_1 - p_2 \|_{V^5} \lesssim \| \Phi(p_1) - \Phi(p_2) \|_W$$

and

$$\| \Phi(p_1) - \Phi(p_2) - \Phi'(p_2)[p_1 - p_2] \|_W \lesssim \| p_1 - p_2 \|_{V^5} \| \Phi(p_1) - \Phi(p_2) \|_W$$
for all \( p_i \in B_r(p), \ i = 1, 2. \)

**Remark 4.4.** In [17] we considered the elastic regime. There we could prove local injectivity and TCC under weaker smoothness assumptions: \( \varrho \in C^1(D) \) and \( v_S, v_P \in C^2(D) \). Moreover, the observation period \( T \) had to be only large enough for the shear waves to reach all of \( \Omega \) and not all of \( D \), that is, \( D \) and \( T/2 \) can be replaced by \( \Omega \) and \( T \) in (3.3), respectively. We conjecture this to hold in the viscoelastic situation as well.

**Remark 4.5.** Let \( \{f_1, \ldots, f_m\} \subset W^{2,1}(\Sigma) \) be the set of \( m \) sources whose existence is guaranteed by Theorem 3.4 and define a corresponding parameter-to-source map according to

\[ \Theta: V_+^5 \subset V^5 \rightarrow \mathbb{C}([0, T], X_\Omega)^m, \quad p \mapsto (\Phi(p)f_1, \ldots, \Phi(p)f_m)^\top, \]

where \( \Theta \) yields local Lipschitz stability and TCC as well. Please note that \( \Theta \) models a multi-shot experiment in the language of geophysics. Unfortunately, neither \( m \) nor the \( f_i \)'s are known explicitly.

## 5. Conclusion and discussion

In this work we have extended the results from [19] for FWI in the acoustic regime to the viscoelastic regime: TCC holds for the corresponding forward operator and hence a variety of Newton-like solvers for the seismic inverse problem (2.18) are locally convergent regularization schemes. Moreover, (2.18) is locally wellposed.

From a practical point of view one would like to span the parameter space \( V \) by basis functions having a compact support (the local case) and less regularity. The resulting difficulties have already been discussed in Remarks 3.3 and A.3 of [19] which apply to the present situation with straightforward modifications.

### Appendix A. Proof of Theorem 2.3

We decompose

\[ (A.1) \quad \Phi = \Psi \circ F \circ B, \]

where \( B: \mathcal{P} \subset L^\infty(D)^5 \rightarrow \mathcal{L}^*(X) := \{J \in \mathcal{L}(X) : J^* = J\} \) is given by

\[ (\varrho, v_S, \tau_S, v_P, \tau_P) \mapsto \begin{bmatrix} w \\ \psi_0 \\ \vdots \\ \psi_L \end{bmatrix} \mapsto \begin{bmatrix} \varrho w \\ C^{-1}(\mu, \pi)\psi_0 \\ \vdots \\ C^{-1}(\tau_S\mu, \tau_P\pi)\psi_L \end{bmatrix}, \]

where \( \mu \) and \( \pi \) have been defined in (2.9).

Furthermore, we define the mapping

\[ (A.2) \quad F: D(F) \subset \mathcal{L}^*(X) \rightarrow \mathcal{L}(W^{2,1}_0(D), \mathcal{C}([0, T], X)), \]

where \( u \) is the classical solution of (2.6) with \( f = (f_0, 0, \ldots, 0)^\top \), \( u_0 = 0 \), \( A \) from (2.5), and \( B \) is replaced by

\[ P \in D(F) := \{\Lambda \in \mathcal{L}^*(X) : \lambda_-\|x\|^2_X < \langle \Lambda x, x \rangle_X < \lambda_+\|x\|^2_X\}. \]
for some $0 < \lambda_- < \lambda_+ < \infty$. In view of (2.8) and (2.12) we can choose $\lambda_-$ and $\lambda_+$ depending only on the constants defining $P$ such that $B(P) \subset D(F)$. Then, the factorization of $\Phi$ in (A.1) is well defined and we obtain that

$$\Phi'(\mathbf{p}) = \Psi F'(B(\mathbf{p}))-Q(\mathbf{p}), \quad \mathbf{p} = (\rho, v, \tau, \psi, \bar{\psi}) \in P.$$ 

The differentiability of $F$ is established in the following theorem and $B'$ is explicitly given in (A.5) below.

**Theorem A.1.** The map $F$ defined in (A.2) is Fréchet-differentiable at $P \in D(F)$ where

$$F'(P)[H]f = \overline{\pi} \quad \text{for } H \in \mathcal{L}'(X)$$

with $\overline{\pi} \in \mathcal{C}([0,T],X)$ being the mild (in fact the classical) solution of

$$P\overline{\pi}'(t) + (A + PQ)\overline{\pi}(t) = -H(u'(t) + Qu(t)), \quad t \in [0,T], \quad \overline{\pi}(0) = 0,$

where $u = F(P)f$. Moreover, $F'$ is Lipschitz continuous, that is,

$$\|F'(P_1) - F'(P_2)\|_{\mathcal{L}(\mathcal{L}'(X),\mathcal{L}(\ell^\infty,\ell^1))} \lesssim \|P_1 - P_2\|_{\mathcal{L}(\ell^\infty,\ell^1)}, \quad P_1, P_2 \in D(F),$$

where the Lipschitz constant only depends on $T$, $\lambda_-$, and $\lambda_+$.

**Proof.** The Fréchet-differentiability is already shown in [34, Thm. 3.2]. The Lipschitz continuity of $F'$ follows by a slight modification of the proof of Theorem B.2 from [19] in which a similar result is formulated for $Q = 0$ in (2.6).

For any $\mathbf{p}_i \in P$, $i = 1, 2$, using (A.3) we proceed with

$$\|\Phi'(\mathbf{p}_1) - \Phi'(\mathbf{p}_2)\|_{\mathcal{L}(\ell^\infty,\ell^1)} \leq \|F'(B(P_1))B'(P_1) - F'(B(P_2))B'(P_2)\|_{\mathcal{L}(\ell^\infty,\ell^1)}$$

$$\leq \|\left(F'(B(P_1)) - F'(B(P_2))\right)B'(P_1)\|_{\mathcal{L}(\ell^\infty,\ell^1)}$$

$$+ \|F'(B(P_2))(B'(P_1) - B'(P_2))\|_{\mathcal{L}(\ell^\infty,\ell^1)}$$

$$\lesssim \|B(P_1) - B(P_2)\|_{\mathcal{L}(\ell^\infty,\ell^1)}\|B'(P_1)\|_{\mathcal{L}(\ell^\infty,\ell^1)}$$

$$+ \|F'(B(P_2))(B'(P_1) - B'(P_2))\|_{\mathcal{L}(\ell^\infty,\ell^1)}.$$

As $P$ is bounded, the Lipschitz continuity (A.3) further yields that $\|F'(B(\mathbf{p}))\|_{\mathcal{L}(\mathcal{L}'(X),\mathcal{L}(\ell^\infty,\ell^1))} \lesssim 1$ uniformly in $\mathbf{p} \in P$. In the next step we show uniform boundedness of $\|B'(\cdot)\|_{\mathcal{L}(\ell^\infty,\ell^1)}$ in $P$. From [34, Sec. 4.2] we have, for $\mathbf{h} = (h_1, h_2, h_3, h_4, h_5) \in V^5$, that

$$B'(\mathbf{p})\mathbf{h} = \begin{pmatrix} w \\
\psi_0 \\
\vdots \\
\psi_L \end{pmatrix} = \begin{pmatrix} h_1 w \\
-\frac{h_1}{\rho} C^{-1}(\mu, \pi) \psi_0 + \rho (C^{-1})'(\mu, \pi) \left[ \begin{array}{c} \bar{\mu} \\
\bar{\pi} \end{array} \right] \psi_0 \\
-\frac{h_1}{\rho} C^{-1}(\tau_\mu, \tau_\pi) \psi_1 + \rho (C^{-1})'(\tau_\mu, \tau_\pi) \left[ \begin{array}{c} \bar{\mu} \\
\bar{\pi} \end{array} \right] \psi_1 \\
\vdots \\
-\frac{h_1}{\rho} C^{-1}(\tau_\mu, \tau_\pi) \psi_L + \rho (C^{-1})'(\tau_\mu, \tau_\pi) \left[ \begin{array}{c} \bar{\mu} \\
\bar{\pi} \end{array} \right] \psi_L \end{pmatrix}$$

where $\bar{\mu}$, $\bar{\pi}$, and $\bar{\mu}$, $\bar{\pi}$, are linear functions of $h_2, \ldots, h_5$, see (2.19e) and (2.19f), respectively. Further,

$$(C^{-1})'(\mu, \pi) \left[ \begin{array}{c} \bar{\mu} \\
\bar{\pi} \end{array} \right] = -C(\mu, \pi)^{-1}C(\bar{\mu}, \bar{\pi})C(\mu, \pi)^{-1}.$$
This explicit expression of $B'$ together with (2.8) implies $\|B'(p)\|_{L^2(V^5, C^r(X))} \lesssim 1$ for $p \in \mathcal{P}$. Substituting these estimates into (A.4) we obtain that

$$\|\Phi'(p_1) - \Phi'(p_2)\|_{L^2(V^5, W)} \lesssim \|B(p_1) - B(p_2)\|_{L^2(X)} + \|B'(p_1) - B'(p_2)\|_{L^2(V^5, C^r(X))}$$

$$\lesssim \|p_1 - p_2\|_{V^5} + \|B'(p_1) - B'(p_2)\|_{L^2(V^5, C^r(X))},$$

where we used the mean value theorem and the estimate $\|B'(p)\|_{L^2(V^5, C^r(X))} \lesssim 1$ for any $p \in \mathcal{P}$ in the last step. The final estimate

$$\|B'(p_1) - B'(p_2)\|_{L^2(V^5, C^r(X))} \lesssim \|p_1 - p_2\|_{V^5}$$

can be validated either directly using (A.5) or by applying again the mean value theorem together with the estimate $\|B''(p)\|_{L^2(V^5, C^r(X))} \lesssim \|h_1\|_{V^5} \|h_2\|_{V^5}$ for $p \in \mathcal{P}$ and $h_1, h_2 \in V^5$, where the second derivative $B''(p)$ is given in [34, Sec 4.3].
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