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WELL-POSEDNESS FOR THE KDV HIERARCHY

FRIEDRICH KLAUS, HERBERT KOCH, AND BAOPING LIU

Abstract. We prove a version of wellposedness for all equations of the KdV
hierarchy in H−1. Ingredients are

(1) The Miura map which allows to define the Gardner hierarchy through

the generating function of the energies so that the Nth Gardner equation
is equivalent to the Nth KdV equation.

(2) A rigorous relation between the generating functions of the energies and

the KdV resp. Gardner Hamiltonians.
(3) Kato smoothing estimates for weak solutions and approximate flows.
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1. Introduction

The Korteweg-de Vries (KdV) equation

(1.1) ut + uxxx − 6uux = 0

is a fascinating and basic object in diverse areas: It is a generic asymptotic equation
for propagating waves, and it has a deep algebraic structure visible in the existence
of an infinite sequence of formally conserved energies HKdV

n . The KdV equation is a
member of the KdV hierarchy: It is the Hamiltonian equation with the Hamiltonian
function

HKdV
1 (u) =

1

2

∫
u2
x + 2u3dx

with respect to the Gardner Poisson structure (defined in (2.14)).
The study of rough initial data is related to weaker assumptions on the frequency

localization for the validity of the asymptotic equation, whereas the study of higher
order equations is related, or more precisely a necessary ingredient, to larger time
scales.

Wellposedness for the KdV equation itself has been an active and stimulating
area for the last three decades. Wellposedness results on Hs spaces have been
proven by Kato [32] (local in Hs(R), s > 3/2 and global in H2(R)) by energy
methods. Bourgain [4] introduced the Xs,b space and showed global wellposedness
in L2(R) and L2(S). Kenig, Ponce and Vega [34] proved sharp bilinear estimate
in Xs,b space and thus showed local wellposedness of KdV in Hs(R), s > − 3

4 and

Hs(S), s > − 1
2 . The results were extended to global wellposedness by Colliander,

Keel, Staffilani, Takaoka and Tao [11], via the construction of almost conserved

quantities. The local existence in H−
3
4 (R) was shown by Christ, Colliander, Tao
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[9] and global existence in H−3/4(R) was proved independently by Guo [23] and
Kishimoto [41]. The last author used modified energies to establish local in time
apriori bounds in Hs(R) for s ≥ − 4

5 [44]. Buckmaster and the second author [7] and
later Killip, Visan and Zhang [40] and the second author and Tataru [43] proved
uniform in time apriori estimates in H−1. The apriori estimates remain true for all
higher flows. The estimates in [7] are strong enough to construct weak solutions
(which was done in [7] for KdV in the nonperiodic case, with a weaker notion of
weak solution through a compactness argument). Finally Killip and Visan [39]
proved global wellposedness for initial data in H−1(R) and H−1(S), in the sense
that the solution map extends uniquely from Schwartz space to a jointly continuous
flow map Φ : R×H−1 → H−1. This also provides a new proof of the wellposedness
in the periodic case, which was first shown by Kappeler and Topalov [29]. The
results in H−1 are sharp since Molinet [47, 48] showed that the solution map can
not be continuously extended to Hs, s < −1 in both periodic and nonperiodic case.

For higher order equations in the KdV hierarchy, Saut [54] proved global exis-
tence of persistent solutions of the k-th KdV equation for initial data in Hk(R), but
the uniqueness was left open. Kenig, Ponce and Vega [35, 36] studied generalized
higher order equation, not necessarily integrable, and showed local wellposedness
for initial data in weighted spaces. Pilod [50] showed that all higher equations
are ill-posed in any Hs(R), s ∈ R, in the sense that data-to-solution map is not
C2 at origin. Grünrock [22] proved local wellposedness for the KdV hierarchy in
Fourier–Lebesgue spaces. Kenig and Pilod [33], Guo, Kwak and Kwon [24] showed
global wellposedness for general 5th order KdV in energy space H2(R). Bringmann,
Killip and Visan [5] proved global wellposedness for 5th order KdV for inital data
in H−1(R) by a new strategy that integrates dispersive effects into the method of
commuting flows. In the periodic case, Kappeler and Molnar [30] showed 5th KdV
with is C0 wellposed in Hs(S) if s ≥ 0, and strongly illposed if s < 0, in the sense
that data-to-solution map does not admit a continuous extension to Hs(S), s < 0.

Beyond the KdV hierarchy there have been striking new developments at the
interface of PDE-techniques and integrable structures: The work of Killip and Visan
on the KdV equation [39] introduced a new perspective and powerful technique
which has motivated the study of a number of integrable problems: sharp global
wellposedness for cubic NLS and mKdV in Hs(R), s > − 1

2 [25], for the derivative
NLS [27] (which uses crucially the work of Bahouri and Perelman [2] as well as the
equicontinuity of Harrop-Griffith, Killip and Visan [26]) and for the Benjamin-Ono
hierarchy by Killip, Laurens and Visan [38].

Gerard and coworkers introduced new integrable pdes, the cubic Szëgo [20] being
only the first, with striking new ideas like an explicit formula for solutions to the
Benjamin-Ono equation [19], which in turn become a crucial element in [38]. Clearly
this list of results is incomplete and there are many omissions. Similarly we omit a
presentation of consequences, possibly the most important being on random initial
data.

We conceive these developments as evidence that beyond the single results a new
picture of integrable PDEs seems to be emerging, which is still incomplete and to
which we hope to contribute.

The Schrödinger operator

(1.2) LKdVφ = −φ′′ + uφ
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is the Lax operator of the KdV hierarchy. The KdV Hamiltonians are defined as the
coefficients of the asymptotic series for the logarithm of the transmission coefficient
(see (2.2)) and they all Poisson commute.

The main result of this paper is wellposedness, more precisely

(1) Existence and uniqueness for the Nth Gardner equation (2.16) in C(R, HN (X)),
X = R or X = S1 for initial data u0 ∈ HN (X)) which has a continuous ex-
tension to HN−1 3 w0 → w ∈ C(R;HN−1), see Theorem 2.14. Analogous
results for the Nth KdV equation (2.15) in spaces with one derivative less
are an immediate consequence.

(2) In the case X = R, Kato smoothing estimates and tightness of weak solu-
tions with initial data in L2(R).

(3) Uniqueness for a class of weak solutions to the Nth KdV equation with
initial data in L2(R).

The following theorem collects some of these statements.

Theorem 1.1. Let N ≥ 1. Suppose that

(1.3) u ∈ L∞(R;L2), ∂N−1
x u ∈ L2

loc(R× R)

and that it is a weak solution to the N th KdV equation (2.15). Suppose that in
addition for every t0 ∈ R

(1.4) lim sup
x0→±∞

‖u(N−1)‖L2((t0,t0+1)×(x0−1,x0+1)) = 0.

Then u ∈ C([0,∞);L2(R)) and we denote the initial trace by u0 := u(0) ∈ L2. The
Kato smoothing estimate
(1.5)

sup
t
‖u(t)‖H−1 + sup

x0

‖ sech(x− κ2N t− x0)u(N−1)‖L2(R×R) ≤ c(‖u0‖H−1)‖u0‖H−1

holds for all κ ≥ κ0(‖u0‖H−1).
Given u0 ∈ L2(R) there is a unique weak solution to the N th KdV equation which

satisfies (1.3) and (1.4). The map L2(R) 3 u0 → u ∈ C(R;H−1(R)) extends to a
continuous map

H−1 3 u0 → u ∈ C(R;H−1)

to weak solutions which satisfy in addition (1.4) and (1.5).

While the regularity assumption in (1.3) looks inconsistent with the Kato smooth-
ing estimate in (1.5) we need L2 regularity to get equivalence of weak solutions to
the KdV and the Gardner hierarchy, see Theorem 5.8, and the condition u ∈ L∞L2

is used only to prove the equivalence. We prove the theorem by studying the anal-
ogous statement for the Gardner hierarchy (Theorem 2.19).

Why should one be interested in higher KdV equations? From applications
one would like to explain why the Korteweg-de Vries equation provides a good
description of nonlinear waves in the KdV regime. Typical results are consistency
results up to a certain time scale for localized well-prepared initial data (see [55,
10] and the references in these papers) - whereas the KdV solitons seem to be
relevant in many situations like tsunamis despite the interaction with other waves
and despite large time scales and amplitudes.
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It is striking that the theory of integrable systems provides a very detailed and
geometric picture of the simultaneous dynamics of all the KdV flows. Inverse scat-
tering allows a linearization of the evolutions [14, 56] and hence implies wellposed-
ness of the hierarchy on the Schwartz space. The geometric contents is clearly visible
in the relation of the Korteweg-de Vries hierarchy to the diffeomorphism group on
R1 and the torus S1, more precisely on a central extension, the Virasoro-Bott group
(see [37, 13, 12]). Ignoring the topology the tangent space at the identity of the
Virasoro-Bott group is given by the pairs (v∂, g) of vectors fields times R. It is a
Lie algebra. The set of Lax operators

2a∂2 + u

can be understood as the dual space of the Virasoro algebra, the Lie algebra which is
the tangent space of the Virasoro-Bott group at the identity, on which the Virasoro-
Bott group acts by the coadjoint representation. The orbit structure is well under-
stood in the torus case and can be classified in terms of the spectrum of the Lax
operator. The Korteweg-de Vries equation can be realized through moment maps
and the natural biHamiltonian structure allows to construct a countable sequence of
Poisson commuting Hamiltonians. It is tempting to ask whether larger time scales
for asymptotic equations can be understood in terms of this striking symmetry of
the KdV hierarchy.

Another geometric interpretation of the KdV hierarchy is as flow on restricted
Grassmanians [58, 52]. This is the origin of the ubiquitous τ function [53, 46] and
the bilinear relation of Hirota [28]. Let (tj)j∈N be a sequence with only finitely
many nonzero components. We denote by u(·, t1, t2. . . . ) ∈ H−1 the function resp.
distribution obtained from u0 ∈ H−1 by moving the times tj along the jth KdV
flow. This is well defined since the flows commute. The τ function satisfies

∂2
x ln τ = u

which is defined for the such sequences (tj) provided u0 ∈ H−1(R). If u ∈ H∞(R) =
∩Hn(R), then

∂2

∂ti∂tj
ln τ

is well defined as a differential polynomial (see [16]) and by evaluation for u ∈ H∞.
It is not difficult to see that it can be integrated and hence a τ function exists in
this situation. It seems a natural question whether a τ function can be defined
for u ∈ H−1 (as unique continuous extension of a τ function on H∞) and whether
related objects like vertex operators can be defined for u ∈ H∞ or even for u ∈ H−1.

In this paper we study more basic questions, however for u ∈ HN . Crucial points
are

(1) rigorous estimates for the difference between the generating function of the
KdV Hamiltonians and the partial sums for Sobolev functions

(2) a study of the Miura map

w → u = wx + 2τw + w2

resp. the operator factorization

(∂ + τ + w)(−∂ + τ + w) = −∂2 + u+ τ2.
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We completely characterize the global mapping properties. The hardest
part is a bound of ‖w‖L2 in terms of ‖u‖H−1 and the distance of the ground
state energy of −∂2 + u and −τ2.

(3) The Miura map allows to translate wellposedness questions for the KdV
hierarchy to the Gardner hierarchy for w, which has better properties. The
Miura map itself and its inverse enter at a number of points.

(4) We prove uniqueness of rough weak solutions for the Gardner equations,
and not only continuous extensions of flows on more regular function spaces.

Acknowledgements. F.K. was supported by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) – Project- ID 258734477 – SFB 1173. H.K.
was supported by the DFG through the Hausdorff Center for Mathematics under
Germany’s Excellence Strategy - GZ 2047/1, Projekt-ID 390685813 Hausdorff Cen-
ter for Mathematics and Project ID 211504053 - SFB 1060. B.L. was supported
by the NSF of China (No. 12071010). Work for this project was done during a
Research in Pairs stay of the first and second author in Oberwolfach.

2. Proof of Theorem 1.1

This section explains the structure and the strategy. We will prove the main
theorems using various results from later sections. This will make the structure
highly modular, it weakens the dependencies of the later sections and allows to give
a coherent presentation of the proof. A large part is the same on the line and on
the circle and we denote X = S1 or R if statements are true for both spaces.

2.1. The generating function of the KdV hierarchy. We formulate the set-
ting of the Korteweg-de Vries hierarchy and describe our approach. More details
and proofs about the structure can be found in Section 3. A central quantity of
the scattering theory of LKdV is the transmission coefficient. To avoid technical
complications in the discussion, we take Schwartz functions as potentials in this
paragraph whenever needed. For z in the upper half plane the equation

LKdVφ = z2φ

has a unique solution called left Jost function, normalized by

(2.1) lim
x→−∞

φle
izx = 1

The transmission coefficient is the meromorphic function defined by

(TKdV )−1 = lim
x→∞

φle
izx

on the upper half plane with the poles given by the square root of the eigenvalues
of the Schrödinger operator. Its logarithm can be related to an asymptotic series

(2.2)
i

2
log TKdV (z) ∼

∞∑
n=−1

HKdV
n (2z)−2n−3

where

HKdV
−1 =

1

2

∫
udx, HKdV

0 =
1

2

∫
u2dx,

HKdV
1 =

1

2

∫
u2
x + 2u3dx, HKdV

2 =
1

2

∫
u2
xx + 10u2

xu+ 5u4dx,

(2.3)
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and in general

HKdV
n (u) =

1

2

∫
|u(n)|2dx+O

(
(1 + ‖u‖H−1)n−1‖u‖H−1‖u‖2Hn)

)
.

The precise meaning of (2.2) is the content of Proposition 2.3 below: We define the
difference Hamiltonian as (2z)2N+3 times the difference to the partial sum

(2.4) T KdV
N (z, u) := (2z)2N+3

(
i

2
log TKdV(z)−

N∑
n=−1

HKdV
n (2z)−2n−3

)
.

The generating function T KdV
−1 for the KdV energies plays a central role and we

state estimates for it.
We define the microlocal Sobolev spaces for τ > 0, s ∈ R

(2.5) ‖u‖Hsτ = ‖(τ2 + |ξ|2)
s
2 û‖L2(R).

Lemma 2.1. Let d(z2, S(−∂2 + u)) be the distance to the spectrum. Then

(2.6) |T KdV
−1 (z, u)| . 2

Im z|z|

(
1 + min

{
0,− log

(
2d(z2, S(−∂2 +u))|z|−2

)})
‖u‖2L2

and
(2.7)

|T KdV
−1 (z)| . τ2 + (Re z)2

(Im z)2

(
1 + min

{
0,− log

(
2d(z2, σ(−∂2 + u)

)
|z|−2)

})
‖u‖2

H−1
τ

)
if τ ≥ ‖u‖H−1

τ
.

Proof. We recall (see (9.7) in [43])

(2.8) 0 ≤ Im 2zT KdV
−1 (z, u).

and

(2.9) −∆ Im
(

2zT KdV
−1 (z, u)

)
= 8π

∑
κ2
jδiκj

where the sum runs over the positive numbers so that −κ2
j is an eigenvalue of the

Lax operator. The superharmonic function z → Im 2zT KdV
−1 (z, u) on the upper half

plane has a trace at Re z = 0 which is a measure (see [43] for the case u ∈ H−1)
and by an abuse of notation

(2.10)
1

2
‖u‖2L2 =

1

π

∫
ξ Im T KdV

−1 (ξ)dξ +
∑ 8

3
κ3
j .

In particular
1

π

∫
ξ Im T KdV

−1 (ξ)dξ ≤ 1

2
‖u‖2L2

and

Im 2zT KdV
−1 (z, u) =

Im z

2π

∫
ξ

|z − ξ|2
ImTKdV

−1 (ξ, u)dξ

+
∑

4κ2
j

(
log |z + iκj | − log(|z − iκj |

)
hence

| Im 2zT KdV
−1 | ≤ 1

2π Im z
‖u‖2L2 +

∑
4κ2

j (log |1 + iκj/z| − log |1− iκj/z|).
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and we obtain similar gradient bounds. Re 2zT KdV
−1 is the complex conjugate func-

tion which decays at i∞ and hence we obtain (2.6).
The map τ → ‖u‖H−1

τ
is monotonically decreasing. Given u ∈ H−1 there is a

unique τ so that τ−1/2‖u‖H−1
τ

= 1
100 which we choose in the sequel. Hence∣∣∣T KdV

−1 (iτ)− 1

2
‖u‖2

H−1
τ

∣∣∣ ≤ 1

100
‖u‖2

H−1
τ

and

Re T KdV
−1 (iτ) =

1

4π

∫
ξ

τ2 + ξ2
ImTKdV

−1 (ξ)dξ+
1

2τ

∑
4κ2

j (log(|1+κj/τ |−log |1−κj/τ |)

hence

|Re T KdV
−1 (z)| ≤ cτ

2 + (Re z)2

(Im z)2

(
1+min

{
0,− log

(
2d(z2, S(−∂2+u))|z|−2

)})
‖u‖2

H−1
τ
.

Estimate (2.7) follows in the same fashion as (2.6) followed from the analogous
bound of the real part. �

The difference Hamiltonian plays a central role, not only for giving (2.2) a precise
meaning.

Definition 2.2. Let τ > 0. We define

σ(u) =

{
0 if − ∂2 + u is p.d.
the square root of the negative of the lowest eigenvalue,

the set of functions

U(τ0) = {u ∈ H−1 : σ(u) < τ0}
and Cτ0 = {z ∈ C : Im z > 0}\(0, τ0)i.

Proposition 2.3. Let N ≥ −1. The difference Hamiltonian is defined on Cτ0 ×
U(τ0). It is holomorphic in the first component and analytic in the second compo-
nent. It satisfies

(2.11) |T KdV
N (z, u)| ≤ CN

(
|z|

Im z

)2N+3

(Im z)−2(1 + ‖u‖H−1)N‖u‖2HN+1 ,

if (Im z)−3/2‖u‖L2 ≤ δ < 1 for an absolute constant δ. Moreover

(2.12)
∥∥∥ δ
δu
T KdV
N (iτ, u)

∥∥∥
H−N−1

≤ CNτ−2(1 + ‖u‖H−1)N (‖u‖HN+1 + ‖u‖2HN+1).

Remark 2.4. We can combine (2.6) with (2.11) to obtain bounds for T KdV
N (z, u)

on Cτ0 . We do not know whether the estimate (2.12) has a meaningful extension
to Cτ0
Remark 2.5. Proposition 2.3 has the immediate consequence that for u ∈ HN+1

(2.13) lim
τ→∞

(2iτ)2TN−1(iτ, u) = HKdV
N (u)

and

lim sup
τ→∞

|T KdV
N (iτ, u)|+ |HKdV

N | ≤ c
(

1 + ‖u‖H−1

)N
‖u‖2HN .

We will later see that u ∈ HN suffices for the convergence in (2.13).
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The structure of the coefficients HKdV
N is described in Theorem 3.10. The inverse

of the transmission coefficient is a holomorphic function on the upper half plane for
u ∈ S(R).

The Nth equation of the KdV hierarchy is the Hamiltonian equation of the
Hamiltonian HN with respect to the Gardner Poisson bracket

(2.14) {F,G}Gardner =

∫
δ

δu
F (u)∂

δ

δu
G(u)dx.

where δ
δu denotes the variational derivative defined by∫

δ

δu
Fvdx =

d

dt
F (u+ tv)|t=0

for v ∈ C∞c , assuming that the right hand side is defined. More explicitly, the Nth
KdV equation is

(2.15) ut = ∂x
δ

δu
HN .

Our approach crucially depends on the commutation of various flows. The core
of this is the fact the Hamiltonians T KdV

−1 Poisson commute (see Lemma 3.5):

Proposition 2.6. The Hamiltonian T KdV
−1 (z, u) Hamiltonian Poisson commute

with respect to the Gardner bracket,

{T KdV
−1 (z1, ·), T KdV

−1 (z2, ·)}Gardner = 0.

The formal Hamiltonian vector fields defined by the Hamiltonians HKdV
n are how-

ever unbounded on any Sobolev space (the linear part of ∂ δ
δuH

KdV
n is (−1)n∂2n+1),

{Hn, HN} is defined for u ∈ H2n+2N+2 and it can be extended to u ∈ Hn+N+1 and
even slightly beyond that, but certainly not to open subsets of H−1.

The KdV Hamiltonians are defined as limits of Poisson commuting functions,
hence they Poisson commute with another and with T−1(iτ), at least for sufficiently
regular functions.

2.2. Miura map and Gardner hierarchy. We find it is easier to study well-
posedness questions for the Gardner hierarchy, which we define and study here and
in Section 3. The Hamiltonians HGardner

N (w, τ0) with

HGardner
0 =

1

2

∫
w2dx, HGardner

1 (w, τ0) =
1

2

∫
w2
x + w4 + 4τ0w

3dx

and the Gardner equations

(2.16) wt = ∂
δ

δw
HGardner
N

depend on a spectral parameter τ0. They are connected to KdV by the remarkable
modified Miura map (with z = iτ0)

(2.17) M(−iz, w) := wx + w2 − 2izw

which has been used by Miura, Gardner and Kruskal to formally derive the Hamil-
tonians of the KdV hierarchy [45]. A short calculation shows that the inverse is
given by

u→ ∂x log φl + iz.

The modified Miura map defines an analytic diffeomorphism for N ≥ 0 and z = iτ0

(2.18) M(τ0, .) : HN → U(τ0) ∩HN−1,
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(Lemma 4.2 and Proposition 4.8 in Section 4). The function w ∈ C(I;HN ) is a
weak solution to the Nth Gardner equation (2.16) if and only if u = M(τ0, w) ∈
C(I,HN−1) is a weak solution to the Nth KdV equation (see Theorem 5.8).

A short calculation (3.12) shows that for M(−iz, w(z)) = u,

T−1(z, u) =
1

2

∫
w2(z)dx

and as a consequence, using the chain rule, we compute

(−∂ − 2iz + 2w)
δ

δu
T−1(z, u)

and we can write the equation for the τ flow as a system of differential equations

(2.19) ut = ∂x
δ

δu
T−1(iτ, u) = ∂x(−∂ + 2τ + 2w)−1w = ∂xF (u)

wx + 2τw + w2 = u,−∂xF + 2τF + 2wF = w.

We call the flow defined by the Hamiltonian T−1(iτ) τ -flow. The formulas above
easily imply the following (see also Section 4).

Proposition 2.7. The Hamiltonian T KdV
−1 (iτ, u) is real for τ > τ0. The map to

the variational derivative

HN−1 3 u→ δ

δu
T KdV
−1 (z, u) ∈ HN+1

for N ∈ N is locally Lipschitz and smooth, hence also the Hamiltonian vector field

HN−1 3 u→ ∂x
δ

δu
T KdV
−1 (z, u) ∈ HN

is locally Lipschitz and smooth.

Proof. Let Im z > 0, either Re z 6= 0 or z = iτ and −∂2 + u + τ2 > 0. Then the
renormalized transmission coefficient is non zero and we define w(z) = ∂ log φl+ iz.
Since

∂w(z)− 2izw(z) + w2(z) = u

and for n ≥ 0

‖w‖HnIm z
≤ c‖u‖Hn−1

Im z

with a constant depending on (Im z)−1/2‖w(z)‖L2 . �

By the Cauchy-Lipschitz theorem they define a local flow on HN for N ≥ −1 by

ut = ∂
δ

δu
T KdV
−1 (u).

The Hamiltonians T KdV
−1 (iτ) for different τ are conserved under the τ flow as a

consequence of Proposition 2.6 and the flows commute with themselves. The KdV
Hamiltonians are conserved under the τ flows. The KdV Hamiltonians control the
Sobolev norms HN and hence the τ flows are global in time and preserve higher
regularity.

Killip and Visan [39] (see also [1], Chapter 11) introduced the diagonal Green’s
function (the diagonal of the Green’s function of the Lax operator) into the well-
posedness question. It is related to w through the factorization

−∂2 + u+ τ2
0 = (∂ + w + τ0)(−∂ + w + τ0).
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The linear operators on the right hand side can be inverted and one obtain the
formula for the integral kernel of the resolvent

G(x, y) =

∫ ∞
max{y,x}

exp
(
τ0(x+ y − 2t)− 2

∫ t

max{x,y}
wds−

∫ max{x,y}

min{x,y}
wds)

)
dt.

Slightly deviating from the notation of Killip and Visan we define the good variable
v via the diagonal Green’s function (see Lemma 3.14 and its proof, compare to [1],
Chapter 11)

β = G(iτ0, x, x) =
δ log TKdV(iτ0)

δu

v =
1

2τ0β
− 1.

Now u, v, w are related by the following relations (see Lemma 3.2)

w = W (τ0, v) := τ0v −
1

2
∂ log(1 + v)(2.20)

u = M(τ0, w) = wx + w2 + 2τ0w(2.21)

u = −1

2

vxx
v + 1

+
3

4

v2
x

(v + 1)2
+ τ2

0 v
2 + 2τ2

0 v(2.22)

For s > − 1
2

(2.23) W : Vs := {v ∈ Hs+1 : v > −1} 3 v → τ0v −
1

2
∂x log(1 + v) ∈ Hs

is an analytic diffeomorphism (Theorem 4.13). With these definitions u ∈ C(I,HN−1))
is a solution to Nth KdV equation (2.15) if and only if v ∈ C(I,VN+1) is a weak
solution to

(2.24) vt = 2∂
(

(v + 1)

N−1∑
n=−1

δHKdV
n

δu
(2iτ0)2(N−1−n)(u)

)
.

if and only if w = W (v) satisfies the Nth Gardner equation (2.16). This is the
contents of Theorem 3.8 for smooth solutions and Theorem 5.8 and Theorem 3.12
for weak solutions under weaker resp. different regularity assumptions. We write
down the equation for v for N = 1

(2.25) vt = 2∂
[
(v + 1)(u− (2τ0)2)

]
= ∂x

[
− vxx +

3

2

v2
x

v + 1
+ 2τ2

0 v
3 + 6τ2

0 v
2
]
.

It is remarkable that all the equations (2.24) are differential equations.
The relation between the Nth KdV equation (2.15), the Nth Gardner equation

(2.16) and and the Nth ’good variable’ equation (2.24) via the diffeomorphisms
(2.21) (Miura map M), (2.20) (the map W ) and the composition (2.22) extents to
more general weak solutions (Theorem 5.8 and Theorem 5.10). This reduces the
proof of Theorem 1.1 to a similar statement for the Gardner hierarchy, Theorem
2.19 below.
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2.3. Well-posedness for the KdV equation in H−1(X). We find it instruc-
tive to follow the proof of Killip and Visan [39] in our setup to prepare for the
case of the higher equations. We follow the strategy of Killip and Visan and prove
wellposedness and the commutation property simultaneously, by approximating by
flows defined by the Hamiltonians (2τ)2TN−1(iτ), motivated by (2.13). Alterna-
tively one can deduce that the flows defined on smooth functions commute, and
approximate the initial data to verify commutation of the flows.

Using the previous section we study wellposedness for the Gardner equation for
N ≥ 2 resp. wellposedness for the good variable equation for N = 1, similar to
Killip and Visan.

There is a difference in the case N = 1, for which we cannot define weak solutions
to the Gardner equation assuming only w ∈ L∞(L2) since the nonlinearity contains
the term w3. For N ≥ 2 this is no issue since L∞HN ⊂ L∞L∞. Also when N = 1
and X = R the local smoothing estimates allow to make sense of weak solutions, see
Theorem 2.19. In this case N = 1 for general geometry X we can use the equation
for the good variable v instead, as Killip and Visan do. We give this argument now.

The approximate KdV flow is defined by the Hamiltonian

(2iτ)2T0(iτ) =
i(2iτ)5

2
log TKdV(iτ)− (2iτ)4

2

∫
udx− (2iτ)2

2

∫
u2dx.

The functional 1
2

∫
u2dx generates the translations hence

(2.26) {v(τ), (2τ̃)2T0(iτ̃)} = − 8τ̃4

4τ̃2 − 4τ2
∂x
v(τ)− v(τ̃)

v(τ̃) + 1
+ (2τ̃)2∂xv(τ).

We recall the good variable version of KdV (2.25)

vt = 2∂x

[
(v + 1)

(
− (2τ)2 δH−1

δu
+
δH0

δu

)]
= ∂x

[
− 2τ2v + 2(v + 1)u

]
.

(2.27)

The building blocks for the proof of wellposedness for KdV - following Killip and
Visan - are also building blocks for the higher order KdV equations.
Step 1: Wellposedness of the approximate flow. The approximate flow is
the flow of the Hamiltonian vector field T KdV

0 which we discussed above. The term
(2τ)2

2 generates translations and can be removed by using a moving coordinates.

Step 2: Equicontinuity. Equicontinuity of a set Q ⊂ H−1 can be characterized
as

(2.28) Q is equicontinuous ⇐⇒ lim
τ→∞

sup
u∈Q
|T KdV
−1 (iτ, u)| = 0.

This fact is an immediate consequence of

T KdV
−1 (iτ, u) =

1

2

∫
w2dx

with w satisfying (2.21). Since T KdV
−1 (iτ, ·) is preserved under the T KdV

1 (iτ1, ·) flow
also equicontinuity is preserved along the flow.
Step 3: Bounding the difference vector field in H−2 on equicontinuous
sets. Let Q ⊂ H−1 be an equicontinuous bounded set. We claim

(2.29) lim
τ̃→∞

sup
u∈Q

∥∥∥{v(τ, u), T KdV
1 (iτ̃ , ·)

}Gardner
∥∥∥
H−2

= 0.
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More explicitly{
v(τ, u), T KdV

1 (τ̃)
}

=
{
v(τ, u),−(2τ̃)2T KdV

0 −HKdV
1 }

= ∂
[ −2τ̃4

τ̃2 − τ2

v(τ)− v(τ̃)

v(τ̃) + 1
+ 2τ2v − (−2τ̃2v + 2(v + 1)u

]
We do some algebraic manipulations

−2τ̃4

τ̃2 − τ2

v(τ)− v(τ̃)

v(τ̃) + 1
+ 2τ̃2v =

τ̃2

τ̃2 − τ2

2τ̃2(v(τ̃)− v(τ)) + 2(τ̃2 − τ2)v(τ)(1 + v(τ̃))

v(τ̃) + 1

=
τ̃2

τ̃2 − τ2

(2τ̃2v(τ̃)(v(τ) + 1)

v(τ̃) + 1
− 2τ2v(τ)

)
.

Since

w =
1

2
∂x log(v + 1)− τv, u = wx + 2τw + w2

with the linearization at v = 0 resp. w = 0 (we indicate the linearized variables by
a dot)

ẇ =
1

2
v̇x − τ v̇, u̇ = ẇx + 2τẇ

we obtain

τ̃2v(τ̃)→ −u as τ̃ →∞
uniformly in H−1 for u in bounded sets of H−1 and

v(τ̃)→ 0 as τ̃ →∞

in H1 uniformly for u in bounded equicontinuous sets of H−1. Thus, again uni-
formly on bounded equicontinuous sets in H−1

lim
τ̃→∞

τ̃2

τ̃2 − τ2

(2τ̃2v(τ̃)(v(τ) + 1)

v(τ̃) + 1
− 2τ2v(τ)

)
= 2u(v(τ) + 1)− 2τ2v(τ)

which is the KdV equation expressed in the good variables v(τ).
Step 4: The difference flow. Let τ1, τ2 ≥ 1 and consider the difference flow

ut = ∂
δ

δu

[
− (2τ2)2T KdV

0 (iτ2, ·) + (2τ1)2T KdV
0 (iτ1, ·)

]
.

In order to keep the notation brief we introduce the formal notation

exp
(
tJDH

)
u0

for the solution to the Hamiltonian equations with Hamiltonian H and initial data
u0. By commutativity of the flow

u(τ1, τ2, t) := exp
(
− t∂ δ

δu

{
(2τ2)2T KdV

0 (iτ2, ·)− (2τ1)2T KdV
0 (iτ1, ·)

})
u0

= exp
(
− t∂(2τ2)2 δ

δu
T KdV

0 (iτ2, ·)
)

exp
(
t∂(2τ1)2 δ

δu
T KdV

0 (iτ1, ·)
)
u0

The set
(2.30)

Q =
{

exp(t1∂
δ

δu
T KdV

0 (iτ1, ·)) exp(t2∂
δ

δu
T KdV

0 (iτ2, ·))u0 : τ1, τ2 > τ0, t1, t2 ∈ R
}
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is equicontinuous in H−1 by Step 2. Let v(τ1, τ2, t) be the corresponding v functions
corresponding to u(τ1, τ2, t) ∈ Q. Then

vt = {v,−(2τ2)2T KdV
0 (iτ2, ·) + (2τ1)2T KdV

0 (iτ1, ·)}

= {v, T KdV
1 (iτ2, ·)} − {v, T KdV

1 (iτ1, ·)}

and

‖v(t)− v0‖H−2 ≤
∫ t

0

‖{v(s), T KdV
1 (iτ2, ·)} − {v, T KdV

1 (iτ2, ·)}‖H−2ds

≤ t
(

sup
u∈Q
‖{v, T KdV

1 (iτ2, ·)}‖H−2 + sup
u∈Q
‖{v, T KdV

1 (iτ1, ·)}‖H−2

)
→ 0

as τ1, τ2 →∞ by Step 3.
Step 5: Convergence of the approximate flow. We want to prove that

et∂
δ
δu (2τ)2T KdV

0 (iτ,·)u0 is a Cauchy sequence in τ . By commutativity of the flow
(and a suggestive abuse of notation)

u(t, τ1, τ2) := exp
(
t∂

δ

δu
(2τ2)2T KdV

0 (iτ2, ·)
)
u0 − exp

(
t∂

δ

δu
(2τ1)2T KdV

0 (iτ1, ·)
)
u0

=
{

exp
(
t∂

δ

δu
(2τ2)2T KdV

0 (iτ2, ·)
)

exp
(
− t∂ δ

δu
(2τ1)2T KdV

0 (iτ1, ·)
)
− 1
}

× exp
(
t∂

δ

δu
(2τ1)2T KdV

0 (iτ1, .)
)
u0.

Let τ < τ1, τ2 by sufficiently large and Q as in (2.30) Let v(t, τ1, τ2) the v function
corresponding to u(t, τ1, τ2) and v(t, τ1) the one corresponding to

exp
(
− t∂ δ

δu
(2τ1)2T KdV

0 (iτ1, .)
)
u0 ∈ Q.

By Step 4

lim
τ1,τ2→∞

‖v(t, τ1, τ2)‖H−2 = 0.

However all functions u(t, τ1, τ2) are in the fixed equicontinuous set Q ⊂ H−1 (and
the corresponding functions v are equicontinuous in H1), hence

lim
τ1,τ2→∞

‖v(t, τ1, τ2)‖H1 = 0.

Thus v(t, τ1) ∈ H1 is a Cauchy in τ1. It extents to a continuous map

H−1 × R× (τ,∞] 3 (u0, t, τ1)→ u(t, τ1) ∈ H−1

resp.

H−1 × R× (τ,∞] 3 (u0, t, τ1)→ v(t, τ1) ∈ H1.

We have proven a slightly stronger version of the seminal theorem of Killip and
Visan [39].

Theorem 2.8. Let Q ⊂ H−1(X) by a equicontinuous bounded subset of H−1(X)
and let τ be sufficiently large and τ1 > τ .Then the approximate flow

ut = ∂
(
− (2τ1)2 δ

δu
T0(iτ1, ·)

)
with initial data in Q has a unique global solution u(t, τ1) in L∞(R, H−1(X)). The
set {u(t, τ) : u0 ∈ Q, t ∈ R, τ ≥ 1} ⊂ H−1 is bounded and equicontinuous. The good
variable v(t, τ1) converges in H1(X) uniformly on compact time intervals to a weak
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solution of (2.27), the good variable KdV equation, as τ̃ →∞. The flow commutes
with the τ flows. Higher Hamiltonians are preserved.

The claim on commutation and preservation of Hamiltonians are an immediate
consequence of the construction and Proposition 2.6. We can use Theorem 5.10
and Theorem 5.8 to translate this result to the Gardner and KdV equation.

2.4. The generating function of the Gardner hierarchy. For N ≥ 2 we
consider the Gardner equations instead of the good variables equation. The starting
point is the τ flow for the Gardner hierarchy defined by the generating function of
the Gardner hierarchy

T Gardner
−1 (z, w, τ0) =

1

8(τ2
0 + z2)

∫
w2 − w2(z)dx

where w(z) is defined by the left Jost solution φl for −∂2 + u− z2,

(2.31) w(z) = ∂x log φl + iz

or, equivalently, as unique solution to

wx(z)− 2izw(z) + w2(z) = wx + 2τ0w + w2.

Proposition 2.9. Let 0 < τ0. T Gardner
−1 (z, w, τ0) is holomorphic in z for

{z : Im z > 0 and either Re z 6= 0 or Re z = 0 and Im z > τ0}.

It satisfies for Im z > τ0 with an implicit constant depending on τ
−1/2
0 ‖w‖L2

|T Gardner
−1 (z, w, τ0)| . τ2 + (Re z)2

(Im z)2

(
1 + min

{
0,− log

∣∣ z
τ 0
− 1
∣∣})‖w‖2L2 .

Let τ > τ0. Then T Gardner
−1 (iτ, w, τ0) ∈ R and

(2.32)
δ

δw
T Gardner
−1 (iτ, ., τ0)(w) = (−∂+ 2τ0 + 2w)(−∂+ 2τ + 2w(iτ))−1w(iτ)−w.

The Fréchet derivative in direction φ is Dφ
δ
δwT

Gardner
−1 (iτ, ., τ0) = −A(w)φ where

Aφ is given by
(2.33)

4τ
( 1

v + 1
φ−(−∂+2τ0+2w)(−∂+2τ+2w(iτ))−1 1

v + 1
(∂+2τ+2w(iτ))−1(∂+2τ0+2w)φ

)
.

Let 0 < τ0 < τ1, τ2. The functionals T Gardner
−1 (iτ1, ·, τ0) and T Gardner

−1 (iτ2, ·, τ0)
Poisson commute with respect to the Gardner Poisson bracket.

Proof. The proof relies on the modified Miura map. It suffices to consider τ0 = 0.
The

‖wx + 2w + w2‖H−1
τ
≤ ‖wx + 2w + w2‖H−1 ≤ c(1 + ‖w‖L2)‖w‖L2 .

The first estimate now follows from (2.7).
Let τ ≥ τ0. By Lemma 4.2 the solution w(iτ) ∈ L2 to

∂w(iτ) + 2τw(iτ) + w2(iτ) = wx + 2τ0w + w2

is uniquely determined and

‖w(iτ)‖L2 ≤ c(τ−1/2
0 ‖w‖L2)‖w‖L2 .
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We compute with w(s) = w + sφ

d

ds
w(iτ)

∣∣∣
s=0

= (∂ + 2τ + 2w(iτ))−1(∂ + 2τ0 + 2w)φ

d

ds

1

2

∫
w2(iτ)−w2dx

∣∣∣
s=0

=

∫ [
(∂+2τ0 +2w)φ

]
(−∂+2τ+2w(iτ))−1w(iτ)−φwdx

which implies (2.32)

d2

ds2

1

2

∫
w2(iτ)− w2dx

∣∣∣
s=0

=

2τ

∫ [
φ2 −

{
(∂ + 2τ + 2w(iτ))−1(∂ + 2τ0 + 2w)φ

}2]
(−∂ + 2τ + 2w(iτ))−11dx

By (3.16) (−∂+2τ+2w(iτ))−11 = −β, the negative of the diagonal Green’s function
and by Lemma 3.2, (3.13) 2τβ = 1

1+v . This implies (2.33). �

We will need various bounds on the variational derivatives. For later use we
consider weighted estimates. We call η τ slowly varying (see also Definition 4.5) if

(2.34) |ηx| ≤ τη, |η(j)| ≤ cjτ jη.

Proposition 2.10. Let N ≥ 0 and τ > τ0. The maps

HN 3 w → δ

δw
T Gardner
−1 (iτ, w, τ0) ∈ HN+1

are smooth and locally Lipschitz continuous. With constants depending on τ , τ1
and τ−1/2‖w‖L2 for τ slowly varying η we have

(2.35)
∥∥∥η δ

δw

1

2

∫
w2(iτ)− w2dx

∥∥∥
HN+1

≤ c‖ηw‖HN ,

if ηw ∈ HN (see (2.33) for the definition of A(w))

(2.36)
∥∥∥ηA(w)φ

∥∥∥
HN+1

≤ c
(
‖ηφ‖HN + ‖φ‖L2‖ηw‖HN

)
and

(2.37)
∥∥∥ coshA(w)φ

∥∥∥
HN+1

≤ c
(
‖ coshφ‖HN + ‖ cosh2 φ‖L2‖ sechw‖HN

)
.

Here in the sequel we often omit the argument (most often x) of sech2 and similar
functions).

Proof. We rewrite the variational derivative using (2.32) as

δ

δw

1

2

∫
w2(iτ)− w2dx = (−∂ + 2τ0 + 2w)(−∂ + 2τ + 2w(iτ))−1w(iτ)− w

= 2(τ0 − τ + w − w(iτ))(−∂ + 2τ + 2w(iτ))−1w(iτ) + w(iτ)− w.

(2.38)

We write c for generic constants depending only on τ , τ0 and ‖w‖L2 . An algebraic
manipulation gives

w(iτ)− w = (∂ + 2τ + w(iτ))−1(∂ + 2τ0 + w)w − w
= 2(τ0 − τ)(∂ + 2τ + w(iτ))−1w + (∂ + 2τ + w(iτ))−1(w − w(iτ))w,

hence, for τ > 2τ0

‖η(w(iτ)− w)‖L∞ ≤ c
(
τ1/2 + τ−1/2‖w(iτ)− w‖L2

)
‖ηw‖L2 ≤ cτ1/2‖ηw‖L2
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and

‖w(iτ)− w‖H1
τ
≤ c
(
τ + ‖w(iτ)− w‖L∞‖ηw‖L2

)
, ‖ηw(iτ)‖HNτ ≤ c‖w‖HNτ .

By induction

(2.39) ‖η(w(iτ)− w)‖HN+1
τ
≤ cτ‖ηw‖HNτ

which implies the desired estimate for w(iτ) − w on the right hand side of (2.38).
Moreover by Lemma 4.9

‖η(−∂ + 2τ + 2w(iτ))−1w(iτ)‖HN+1 ≤ c(τ−1/2‖w(iτ)‖L2)‖ηw(iτ)‖HN−1

and together with calculus type estimates we arrive at (2.35).
It remains to prove (2.36) and (2.37). The arguments are the same and we focus

on (2.36). We use the algebraic manipulation

(−∂+2τ0+2w)(−∂+2τ+2w(iτ))−1 = 2(τ0−τ+w−w(iτ))(−∂+2τ+2w(iτ))−1+1

resp.

(∂ + 2τ + 2w(iτ))−1(∂ + 2τ0 + 2w) = (∂ + 2τ + 2w(iτ))−12(τ0 − τ +w−w(iτ)) + 1

and expand A. We have to prove the bound for

(2(τ0−τ+w−w(iτ))(−∂+2τ+2w(iτ))−1 1

v + 1
(∂+2τ+2w(iτ))−1(∂+2τ0 +2w)φ,

in particular, with constants depending on τ−1/2‖w‖L2 , by the linear estimates
(4.49) and (4.50)

‖η(∂ + 2τ + 2w(iτ))−1(∂ + 2τ0 + 2w)φ‖HN
. ‖η(∂ + 2τ0 + 2w)φ‖HN−1 + ‖ηw‖HN−1‖(∂ + 2τ0 + 2w)φ‖H−1

. ‖ηφ‖HN + ‖ηw‖HN−1‖φ‖L2∥∥∥η(−∂ + 2τ + 2w(iτ))−1 1

v + 1
(∂ + 2τ + 2w(iτ))−1(∂ + 2τ0 + 2w)φ

∥∥∥
HN+1

.
∥∥∥ 1

v + 1

∥∥∥
L∞

(‖ηφ‖HN + ‖ηw‖HN ‖φ‖L2) +
∥∥∥ 1

v + 1

∥∥∥
WN,∞

‖ηφ‖L2

Similarly we deal with

8τ

v + 1
(∂ + 2τ + 2w(iτ))−1(τ0 − τ + w − w(iτ)).

Finally we obtain (2.36) and similarly (2.37).

We deduce Poisson commutation from the analogous statement for the KdV
hierarchy. By Lemma 3.5 T KdV

−1 (zj) = log Tr(zj) Poisson commute with respect
to the Gardner and almost with the Magri Poisson bracket. Lemma 3.4 relates
the Magri bracket in terms of w with a linear combination of the Gardner and the
Magri bracket for KdV. Hence the functionals

1

2

∫
w2 − w2(iτj)dx = T KdV

−1 (iτj)(wx + 2τ0w + w2)

Poisson commute with respect the Gardner Poisson structure. The same is then
true for T Gardner

−1 . �

There is a fundamental nonobvious relation between the generating function of
the KdV hierarchy and the Gardner hierarchy.
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Lemma 2.11. The following formula hold for Im z > τ0.

(2.40) ∂x
δT KdV
−1 (z)

δu

∣∣∣
u=wx+2τ0w+w2

= (∂ + 2τ0 + 2w)∂
δT Gardner
−1 (z, ., τ0)

δw
.

Ultimately this property implies the equivalence of the Gardner equations and
the KdV equations: w satisfies the Nth Gardner equation if and only if u = wx +
2τ0w + w2 satisfies the Nth KdV equation, modulo regularity and integrability
assumptions.

Proof. We calculate

δT KdV
−1

δu

∣∣∣
u=wx+2τw+w2

= (−∂ + 2 + 2w(z))−1w(z),

δT Gardner
−1

δw
=

1

4(z2 + τ2)

[
(−∂ + 2τ + 2w)

δT KdV
−1

δu

∣∣∣
u=wx+2τw+w2

− w
]
,

(∂ + 2τ0 + 2w)∂w = ∂x(wx + 2τ0w + w2) = ux

and finally, with β = δT KdV(z,.)
δu |u=wx+2τw+w2

4(z2 + τ2)∂β − (∂ + 2τ + 2w)∂(−∂ + 2τ + 2w)β + ux

= (−∂3 + 4z2∂ + 8τw∂ + 4τwx + 4w2∂ + 2∂w2 + 2wxx + 2wx∂)β + ux

= (−∂3 + 4u∂ + 2ux)
δTKdV
−1

δu
+ 4z2 δT

KdV
−1

δu
+ ux

= 0

by the Lenard recursion, see Lemma 3.1. �

The Hamiltonians HGardner
N are formally defined as the coefficients of the asymp-

totic series

T Gardner
−1 (z, w, τ0) ∼

∞∑
n=0

HGardner
n,τ0 (w)(2z)−2n.

More precisely the coefficients are defined by iteratively by limits involving a linear
combination of T Gardner

−1 evaluated at different points, hence they Poisson commute
with one another and the generating function on sufficiently regular functions. The
structure of the Hamiltonian equations is given by the following lemma.

Lemma 2.12. The N th Gardner Hamiltonian can be written as∫
1

2
|w(N)|2 +

N∑
n0=0

τn0
0

2N+2−n0∑
n=3,n+n0even

∑
α∈AN,n+n0

cα,n,n0,N

n∏
j=0

w(αj)dx

with
AN,m = {|α|+m = 2N + 2, αj ≤ 2N + 2−m}.

The variational derivative can be written as

δ

δw
HGardner
N (w, τ0) = (−1)Nw(2N+1) +

∑
n0,n,α

c̃α,n,n0,Nτ
n0
0 ∂αn

n−1∏
j=1

w(αj).

Let η be bounded and τ slowly varying and α ∈ An,n+n0
. Then

(2.41)
∥∥∥η2∂αn

n−1∏
j=1

w(αj)
∥∥∥
H−αn (X)

≤ c‖w‖n−2+
n
2

+n0−1−αn
N

L2 ‖ηw‖2−
n
2

+n0−1−αn
N

HN (X)
.
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It particular we obtain

(2.42)
∥∥∥ δ

δw
HGardner
N (w)

∥∥∥
H−N−1(X)

≤ c(τ0, ‖w‖L2)
(
‖w‖HN−1(X) + ‖w‖2HN−1(X)

)
.

Since the Hamiltonian flow of T Gardner
−1 preserve higher regularity and HGardner

M

is defined via limits it is preserved for initial data in HM . Let w(t) be the solution
with initial data in HM . Then t → w(t) is continuous as a map to HM−1, hence
weakly continuous as a map to HM . Conservation of HGardner

M implies continuity
of t→ ‖w‖HM and hence w ∈ C(R, HM ).

We define the difference Hamiltonian for N ≥ 0 by

T Gardner
N (z, w, τ0) =

(2z)2N+2

8(τ2
0 + z2)

∫
w2 − w2(z)dx−

N∑
n=0

(2z)2(N−n)HGardner
n .

Its bilinear part is − 1
2‖w

(N+1)‖H−1
2τ

. We denote

(2.43) T NLN (iτ, w) = T Gardner
N (iτ, w) +

1

2
‖w(N+1)‖2

H−1
N

To shorten the notation we often write T Gardner
N (z) instead of T Gardner

N (z, w, τ0).

Proposition 2.13. The Gardner difference Hamiltonians T Gardner
N are defined in

{z ∈ C : Im z > τ0} ×HN . They are holomorphic in z and analytic in w. On the
imaginary axis the difference Hamiltonian is real: T Gardner

N (iτ, w, τ0) ∈ R. They
satisfy with

c = c(N, (τ0/ Im z)
1
2 ‖w‖L2)

(2.44)

(2 Im z)2|T Gardner
N (z, w, τ0)| ≤ c

( |z|
Im z

)2N+3(
‖w‖2

HN+1
τ0

+‖w‖2(N+2)

L2(N+2)+τ
N+2
0 ‖w‖LN+2

)
,

A set Q ⊂ HN is equicontinuous if and only if

(2.45) lim
τ→∞

sup
w∈Q
|T Gardner
N (iτ, w, τ0)| = 0.

If Q ⊂ HN−1 is equicontinuous then

(2.46)
∥∥∥ δ

δw
T Gardner
N (iτ, w, τ0)

∥∥∥
H−N−2

→ 0 as τ →∞

uniformly in w ∈ Q.

The estimates are proven in Section 7.4. We obtain as an immediate consequence

lim
τ→∞

(2iτ)2T Gardner
N−1 (iτ, w, τ0) = HGardner

N (w, τ0)

and we consider −(2τ)2TN−1 as approximate Hamiltonian for the Nth Gardner
Hamiltonian. Moreover the recursion relation follows

T Gardner
N (z, w, τ0) = −HGardner

N + (2z)2T Gardner
N−1 (z, w, τ0).
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2.5. Well-posedness for the Nth KdV equation in HN−2. In the high regu-
larity regime we obtain the following existence and uniqueness result.

Theorem 2.14. Suppose that 2 ≤ N ≤ M , w0 ∈ HM (X). There exists a weak
solution w ∈ C(R;HM (X)) with equicontinuous orbit in HM to the N th Gard-
ner equation which depends continuously on the initial data. The flow map has a
continuous extension to a map

HN−1 3 w0 → w ∈ C(R;HN−1).

Let 1 ≤ N < Ñ ≤M +1. Then the N th and the Ñ th Gardner evolutions commute.
They also commute with the evolution of the generating function T Gardner

−1 (iτ, .τ0).
The corresponding Hamiltonians are preserved whenever they are defined.

As a consequence of the theorem we obtain wellposedness of the Nth KdV equa-
tion with initial data in HN−2 by Theorem 5.8 for N ≥ 2. The case N = 1 is
covered in Theorem 2.8.

Corollary 2.15. Suppose that N ≥ 2. Let u0 ∈ HN−1(X). Then there exists
a unique weak solution u ∈ C(R;HN−1). The evolution has a unique continuous
extension to a map

HN−2 × R 3 (u0, t)→ u(t) ∈ HN−2.

By the Cauchy-Lipschitz theorem (and Proposition 2.10) there exists a unique
(local at first) solution to the τ flow (defined by the Hamiltonian T Gardner

−1 (iτ, ., τ0)

in HN which preserves HN regularity. The flows for different τ commute since
the Hamiltonians Poisson commute and T Gardner

−1 (z, ., τ0) are preserved under the τ

flow. Due to the conservation of 1
2‖w‖

2
L2 the flow is global.

Proof. Proof of Theorem 2.14 for the Nth Gardner equation with N ≥ 2 in
C(R, HN−1) for initial data in HN−1. The argument does not distinguish between
the equation on the line or on the circle. We will construct solutions by induction
on N . The induction hypothesis is:

Assumption 2.16. Let n < N . There exist unique weak solutions to the nth
Gardner equation for initial data in Hj with j ≥ n− 1 which depends continuously
on the initial data. We also assume that the evolutions commute with another and
also with the Hamiltonian evolution of T Gardner

−1 . The functionals T Gardner
−1 (iτ, ·, τ0)

are conserved for all Gardner evolutions. The Hamiltonians HGardner
N is conserved

for the T Gardner
−1 evolution on HN and for the HGardner

n evolution on HN if n ≤
N + 1.

Let Q ∈ HN−1 be an equicontinuous set. By (2.45) in Proposition 2.13

lim
τ→∞

sup
w∈Q
|T Gardner
N−1 (iτ, w, τ0)| = 0.

By the induction hypothesis T Gardner
N−1 (iτ) is conserved under the evolution of all

the lower Hamiltonians, of T Gardner
−1 , and hence also of the difference Hamiltonian

T Gardner
N−1 . Using (2.45) we see that all orbits starting from Q are again equicontin-

uous in HN−1.
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Let w0 ∈ HN−1 and, for τ > τ0, w(τ, t) the Hamiltonian evolution of (2τ)2T Gardner
N−1 .

Then, using commutativity

v(t, τ1, τ2) := exp
(
t∂

δ

δw
(2τ2)2T Gardner

N−1 (iτ2)
)
w0 − exp

(
t∂

δ

δw
(2τ1)2T Gardner

N−1 (iτ1)
)
w0

=
{

exp
(
t∂(2τ1)2 δ

δw
T Gardner
N−1 (iτ2)

)
exp

(
− t∂ δ

δw
(2τ1)2T Gardner

N−1 (iτ1)
)
− 1
}
w(τ1, t)

We claim

(2.47) exp
(
t∂(2τ1)2 δ

δw
T Gardner
N−1 (τ2)

)
exp

(
− t∂ δ

δw
(2τ1)2T Gardner

N−1 (τ1)
)
w → w

as τ1, τ2 → ∞ in H−N−3 uniformly on equicontinuous sets in compact time inter-
vals. Assume the claim for the moment. The orbit {w(τ1, t) : τ1 > τ0, t ∈ R} is
equicontinuous. By the claim v(τ1, τ2, t)→ 0 in H−N−3 uniformly on compact time
intervals as τ1, τ2 → ∞. Thus w(τ, t) is Cauchy in H−N−3 uniformly on compact
time intervals. By equicontinuity it is also Cauchy in HN−1 uniformly on compact
time intervals. Let w ∈ C(R;HN−1) be the limit. It is a weak solution to the Nth
Gardner equation again by (2.46).

We turn to the proof of the claim (2.47). Let

w(t) = exp
(
t∂(2τ2)2 δ

δw
T Gardner
N−1 (τ2)

)
exp

(
− t∂ δ

δw
(2τ1)2T Gardner

N−1 (τ1)
)
w0.

Then, by definition and commutativity of the flows

wt = ∂
δ

δw

(
(2τ2)2T Gardner

N−1 (τ2)− (2τ1)2T Gardner
N−1 (τ1

)
= ∂

δ

δw

(
− T Gardner

N (τ2) + T Gardner
N (τ1

)
.

By (2.45) and equicontinuity of the orbit the right hand side converges to 0 in
H−N−3 uniformly on compact time intervals. We obtain more: The evolutions of
(2τ)2T Gardner

N−1 converges uniformly for compact time intervals and equicontinuous
sets of initial data to a weak solution of the Nth Gardner equation.

The higher regularity claim is an immediate consequence: Let n ≥ N and sup-
pose that w0 ∈ Hn. The approximate flow (2τ)2T Gardner

N−1 defines a flow in Hn

by the induction hypthesis. The quantities ‖w(t)‖2L2 and HGardner
n (w(t)) are inde-

pendent of time and hence ‖w‖Hn is uniformly bounded for the approximate flow.
Hence the solution to the approximate flow (and hence also the limit, the solution
to the Nth equation) is uniformly bounded in Hn. Moreover T Gardner

N is conserved
for the approximate flow hence the solutions to the approximate flow and the limit
are equicontinuous, uniformly in t. This implies convergence in Hn.

It remains to prove uniqueness of weak solutions. Let w be a weak solution to
the Nth Gardner equation in C(R;HN ) and let

v(τ, t) = exp
(
− t∂ δ

δw
(2τ)2TGardner

N−1 (iτ)
)
w(t).

The orbit {v(τ, t) : τ > τ0, t ∈ R} is again an equicontinuous set in HN .

Proposition 2.17. Let v ∈ C(R;HN ) be as above. Then in a distributional sense

(2.48) ∂tv(τ, t) = ∂
δ

δw
T Gardner
N (iτ).
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We postpone the proof of Proposition 2.17 since we will prove a stronger version
in the next subsection.

The right hand side of (2.48) converges uniformly to zero in H−N−1 on equicon-
tinuous sets as τ →∞. Thus, again using equicontinuity

v(τ, t)→ w0

uniformly in HN on compact time intervals and w0 in bounded equicontinuous sets
in HN .

We are now in the position to prove convergence of the approximate flow to the
weak solution:

exp
(
− t∂(2τ)2 δ

δw
T Gardner
N−1

)
w0 − w(t)

= exp
(
− t∂(2τ)2 δ

δw
T Gardner
N−1

)
w0 − exp

(
− t∂(2τ)2 δ

δw
T Gardner
N−1

)
v(τ, t).

The T Gardner
N−1 flow is uniformly continuous for t in compact time intervals, τ > τ0

and arguments in equicontinuous sets. Hence the difference above converges to 0
in HN−1 as τ → ∞, uniformly on compact time intervals. Commutativity of the
flows is a consequence of the construction, as is conservation of Hamiltonians. This
establishes the induction hypothesis and completes the proof. �

2.6. The Gardner equation hierarchy with initial data in L2(R). We will
prove existence and uniqueness of weak solutions to the Gardner hierarchy. The
gain of regularity by Kato smoothing is crucial and we restrict to the case of X =
R for that reason. Theorem 1.1 follows by applying the modified Miura map,
more precisely Theorem 5.8. The results for the Gardner hierarchy are cleaner and
slightly stronger than those for the KdV hierarchy.

Let I be an interval and let

‖f‖L2
u(I×R) = sup{‖f‖L2(J×K) : J ⊂ I, |J | = |K| = 1}.

Definition 2.18. We say that w is an element of the Kato smoothing space XN if

w ∈ L∞L2, w(N) ∈ L2
u

and for all t0 ∈ R

(2.49) lim
x0→±∞

‖w(N)‖L2((t0,t0+1)×(x0−1,x0+1)) = 0.

Theorem 2.19. A. Regularity of weak solutions in XN . Suppose that w ∈ XN

is a weak solution to the N th τ Gardner equation. Then w ∈ C([0,∞);L2(R)). We
define the initial trace of w by w0 := w(0) ∈ L2(R). Then ‖w(t)‖L2 = ‖w0‖L2 and
the Kato smoothing estimate

sup
t
‖(1− tanh(x− κτ2N t)1/2)w(t)‖L2 + ‖ sech(x− κτ2N t)w(N)‖L2(R×R)

≤ c(‖w0‖L2)‖(1− tanh(x))1/2u0‖L2

(2.50)

holds for all κ ≥ κ0 where κ0 depends only on N and τ−1/2‖w0‖L2 .
B. Existence of weak solutions in XN . Given w0 ∈ L2 there exists a weak
solution to the N th Gardner equation in XN with w(0) = w0.
C. Uniqueness of weak solutions in XN Weak solutions in XN are unique.
The map

L2 3 w0 → w ∈ C(I;L2) ∩XN (I)
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to the weak solution of the N th flow is continuous for every N and every bounded
interval I.
D. Commuting flows. All Gardner flows and the flows of T Gardner

−1 (τ1, ·, τ) com-
mute.

Proof. It is not obvious that this regularity suffices to define weak solutions. This
point is elaborated in Section 5. The proof of Theorem 2.19 implements a variant
of the second commuting vector field method of Bringmann, Killip and Visan [6].
Part A on the regularity of weak solutions in XN and the Kato smoothing estimate
will be proven in Subsection 6.2.

It relies on the energy-flux identity of Lemma 3.11 which holds in a distributional
sense for weak solutions in XN (Lemma 6.1),

∂tw
2 = ∂x FlN (x)

where FlN has a very similar structure to the energy density. Here we use typical
PDE arguments. It will be convenient to split the Hamiltonian into a quadratic
and a higher order part, corresponding to splitting the Nth Gardner equation into
a linear and a nonlinear part,

(2.51) HGardner
N =

1

2
‖w(N)‖2L2 +HNL

N ,

(2.52) wt = (−1)N∂xw
(2N) + ∂x

δ

δw
HNL
N

Similarly

(2.53) FlN = FlLN + FlNLN

with

FlLN = (2N + 1)|w(N)|2 +

N∑
j=1

fN,j∂
2j |w(N−j)|2

for some unimportant combinatorical constants fN,j . The structure of FlNLN is given
in Lemma 3.11.

Proposition 2.20. Let w ∈ XN be a weak solution to the N th Gardner equation.
Then w ∈ C(R;L2), ‖w(t)‖L2 = ‖w0‖L2 and (we omit the argument (x−κτ2N t)/R
of sech)

∫
(1 + tanh

(
(x− κτ2N t)/R

)
w2dx

∣∣∣t=T
t=0

+
1

R

∫ T

0

∫
sech2

[
(2N + 1)(w(N))2 +

N∑
j=1

fN,j |w(N−j)|2 cosh2 ∂2j sech2 +κτ2Nw2
]
dxdt

=
1

R

∫ T

0

∫
sech2 FlNLN dxdt.

(2.54)

The second line is the linear Kato smoothing term. It is equivalent to

1

R

∫ T

0

‖w‖2HNτ + κτ2N‖w‖2L2dt
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if κ ≥ 1 and R is large, independent of τ , since the middle terms carry a factor
R−2j from the differentiation. We bound the nonlinear term by∣∣∣∣∫ sech2(x/R) FlNLN dx

∣∣∣∣ ≤ c(τ, ‖w‖L2)
(
τN‖w‖L2

) 2
2N−1 ‖w‖2

2N−2
2N−1

HNτ

≤ ε‖w‖2HNτ + c(ε)τ2N‖w‖2L2 .

We choose ε small and then κ large so that we can subsume the third line under the
second line. Integration with respect to time implies the Kato smoothing estimate
(2.50) for weak solutions.

The next step is precompactness.

Proposition 2.21. Let Q ⊂ L2 be a precompact set of initial data and let Qw be
a set of weak solutions with initial data in Q. For all compact intervals the set

{w(t) : w ∈ Qw and t ∈ I} ⊂ L2

is precompact.

This is contained in Theorem 6.3. It relies on

(1) Kato smoothing (2.50) and its translated versions which gives tightness to
the right,

(2) the modified Miura map and the estimates of Proposition 4.8 applied twice
to obtain equicontinuity of the orbit and high frequency Kato smoothing,

(3) a backward Kato smoothing with ’bad’ terms controlled by the high fre-
quency estimates of the previous step.

This is quite intricate and the object of Subsection 6.2, Theorem 6.3.
It is an easy consequence that the set of weak solutions in XN is closed in the

following sense: Let wn be a sequence of weak solutions which converges in C(I, L2)
for every bounded interval I. Estimate (2.50) provides uniform bounds and by
precompactness and the high-frequency Kato smoothing estimates there exists a
subsequence so that ∂Nwnj converges in L2 for every compact subset against a
weak solution in XN .

We prove more than that: The uniform convergence (and hence uniformy con-
tinuity) of the flow (2τ)2T Gardner

N−1 to weak solutions to the Nth Gardner flow on
precompact sets of initial data. A Kato smoothing estimate for weak solutions
w ∈ XN to the difference equation

wt = −∂ δ

δw
T Gardner
N (iτ, w, τ0)

plays a central role. Observe that we return to denoting the parameter for the
Gardner hierarchy by τ0.

Proposition 2.22. Suppose that w ∈ L∞(R;L2) with w(N) ∈ L2
loc(R2) is a weak

solution to

(2.55) wt = −∂ δ

δw
T Gardner
N (iτ, w, τ0).

Then w : R → L2 is weakly continuous and there exists κ depending only on N so
that

(2.56) ‖ sech(x−κτ2N
0 t)w(N+1)‖L2(R;H−1

2τ )+‖ sech(x−κτ2N
0 t)w‖L2(R2) ≤ c‖w(0)‖L2

and
‖ sech(x)(w(t)− w(0))‖H−N−3 ≤ cτ−

3
N+1 (|t|+ 1)‖w(0)‖L2 .
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The proposition relies on natural but fairly sharp estimates.

Lemma 2.23. The following estimates hold for R ≥ 1

∥∥∥ sech2(x/R)
δ

δw
T Gardner
N

∥∥∥
H−N−3

≤ cτ−
3

2(N+1) (1 + ‖w‖L2)(‖ sech(x/R)w(N+1)‖2
H−1

2τ
+ ‖ sech(x/R)w‖2L2)

(2.57)

and

∣∣∣∣∫ tanh(x/R)w(x)∂
δ

δw
T NLN (iτ)

)
dx

∣∣∣∣
≤ cτ−

1
(N+1) (1 + ‖w‖2N+2

L2 )
(
‖ sech(x/R)w(N+1)‖2

H−1
2τ

+ ‖ sech(x/R)w‖2L2

)
.

(2.58)

The estimates (2.57) and (2.58) are proven after Proposition 7.13. Estimate
(2.58) bounds the nonlinear part of the Kato smoothing estimate for the Hamilton-
ian vector fields. The linear part leads to an important gain:∫

tanh(x/R)w∂x
δ

δw

1

2
‖w(N+1)‖2

H−1
2τ
dx+

2N

R
‖ sech(x/R)w(N+1)‖2

H−1
2τ
≤ c

R
‖ sech(x/R)w‖2L2

hence, if κ is chosen sufficiently large so that the nonlinear terms can be controlled,

d

dt

∫
tanh((x− κτ2N

0 t)/R)w2dx+
N

R
‖ sech((x− κτ2N

0 )/R)w(N+1)‖2
H−1

2τ

+
κτ2N

0

R
‖ sech((x− κτ2N

0 )/R)w‖2L2 ≤ 0.

(2.59)

In particular, since ‖w(t)‖L2 = ‖w0‖L2 , if R ≥ 10

(2.60)

∫ 1

0

‖ sech(x/R)v(N+1)(t)‖2
H−1
τ
dt ≤ 2‖w0‖2L2 .

This estimate is uniform for w0 bounded. Moreover by (2.57)

(2.61) ‖ sech2(x)(w(t)− w0)‖H−N−3 ≤ c(t+ 1)τ−
3

2(N+1) ‖w0‖L2

and

sech2(x)w(τ, t)→ sech2(x)w0 in H−N−3 as τ →∞

uniformly on bounded sets. Since ‖w(τ, t)‖L2 = ‖w0‖L2 and {w(t) : t ∈ [−T, T ]} is
precompact in L2 we obtain convergence in L2.

We make this more rigoros by induction on N and we formulate the induction
hypothesis

Claim 2.1. Let N ≥ 1. The approximate Hamiltonian (2τ)2T Gardner
N−1 defines an

evolution which converges to the N th Gardner evolution uniformly on compact time
intervals for precompact sets of initial data. We call the limit the evolution of
the N th Gardner equation and denote it by exp(t∂ δ

δwH
Gardner
N ). All these flows

commute and preserve higher regularity and the Hamiltonians T Gardner
−1 (iτ, ., τ0) and

HGardner
j .
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We assume the induction hypothesis. By the hypothesis the Hamiltonian flow
of T Gardner

N−1 is well defined. We consider a subset Q ⊂ HN which is precompact in

L2 and claim that

exp
(
t(2τ)2∂

δ

δw
T Gardner
N−1

)
w0

converges uniformly in L∞(I, L2) as τ → ∞ for I ⊂ R bounded and w0 ∈ Q.
By Theorem 2.14 there is a unique weak solution in C(R, HN ) to the N Gardner
equation and also to the difference Hamiltonian. Let w0 ∈ L2, wn0 ∈ HN so
that wn0 → w0 in L2. Let wn resp. wn(τ) be the corresponding solutions to the
Nth Gardner equation resp. the Nth approximate equation. By the induction
assumption the limit

lim
n→∞

wn(τ, t) = w(τ)

exists in L2 uniformly on compact time intervals for initial data in Q. By precom-
pactness there exists a subsequence wn (which we do not relabel) which converges
to a weak solution w in L2. By Theorem 2.14

vn(τ) = exp
(
− t(2τ)2∂

δ

δw
T Gardner
N−1

)
wn(t)

satisfies

vnt (τ) = ∂
δ

δw
T Gardner
N (iτ)(vn(τ)), vn(0, τ) = w0 ∈ Q

By (2.59) the solutions satisfy

sup{‖(vn(τ))(N)‖L2(I×K) : |I|, |K| ≤ 1} ≤ c(τ)‖w0‖L2

with a constant depending on τ . By continuity and the induction assumption

lim
n→∞

vn(τ, t) = exp
(
− t(2τ)2∂

δ

δw
T Gardner
N−1

)
w(t) =: v(t, τ)

and by Proposition 2.22

‖ sech(v(t, τ)− w0)‖L2(R) ≤ c(1 + t)τ−
3

N+1 ‖w0‖L2 .

By Proposition 2.20 ‖w(t)‖L2 = ‖w0‖L2 and by the induction hypthesis ‖v(t)‖L2 =
‖w(t)‖L2 = ‖w0‖L2 . By this observation we can upgrade the convergence to

v(t, τ)→ w0

in L2 uniformly on compact time intervals for initial data in a precompact set. Now

exp
(
t(2τ)2∂

δ

δw
T Gardner
N−1 (iτ)

)
wn0 − exp

(
t∂

δ

δw
HGardner
N

)
wn0

= exp
(
− t∂ δ

δw
T Gardner
N

)
wn(t)

− exp
(
− t∂ δ

δw
T Gardner
N

)
exp

(
− t(2τ)2∂

δ

δw
T Gardner
N−1

)
w0

→ 0 in L2

uniformly on compact time intervals at τ →∞ for the sequence vn and we obtain
convergence of the limit to the weak solution from above,

exp
(
− t(2τ)2∂

δ

δw
T Gardner
N−1

)
w0 → w.

We have proven Claim 2.1 for all N and hence part A and B of Theorem 2.19 and
part C for the solutions we have constructed.
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We claim that

(2.62) L2(R) 3 w0 → sech(x− κτ2N )∂N exp
(
t∂

δ

δw
HN

)
w0 ∈ L2(R2)

is continuous. Let wn0 → w0 in L2 and let wn be the corresponding solutions.
Then wn(t) → w(t) in L2 uniformly on compact time intervals. By Proposition
2.20 the second and the third line of equality (2.54) are continuous with respect
to the initial data. Let wn0 → w0 in L2 and let wn resp. w be the corresponding
solutions, uniformly bounded in XN , and converging in L2 uniformly on compact
time intervals. Then

∣∣∣ ∫ T

0

∫
sech2 FlNLN (wn)dxdt−

∫ T

0

∫
sech2 FlNLN (w)dxdt

∣∣∣
≤ c(ε)‖wn − w‖L∞L2 + ε‖ sech(∂N (wn − w))‖2L2

and hence the quadratic term in (2.54) converges. It is equivalent to a norm and
hence a norm of a Hilbert space. Weak convergence and norm convergence imply
convergence, and hence convergence of un in XN .

2.7. Uniqueness of weak solutions. We turn to proving uniqueness of weak
solutions in XN . Let w be a weak solution and define

(2.63) v(t) = exp
(
− t(2τ)2∂

δ

δw
T Gardner
N−1 (iτ, ., τ0)

)
w(t).

Proposition 2.24. v ∈ XN and it is a weak solution to

∂tv = ∂
δ

δw
T Gardner
N (iτ, ., τ0).

Proof. We approach the claim by a number of small steps. Let

(2.64) v = exp
(
− t∂ δ

δw
T Gardner
−1 (iτ, ., τ0)

)
w(t).

To simplify the notation we denote the Hamiltonian flow of T Gardner
−1 (iτ, ., τ0) by

Φ−1,τ (t, .).

Lemma 2.25. Let w ∈ XN be a weak solution and v(t) = Φ−1,τ (ct, w(t)). Then

sech v ∈ L2(I,HN )

for bounded intervals I.

Proof. By the conservation of the L2 norm ‖v(t)‖L2 = ‖w0‖L2 . By the definition
of a weak solution w ∈ XN (I) hence sechw ∈ L2(I,HN ). The Kato smoothing
estimates (2.50) provide even bounds, which are not important here. The vector
field δ

δwT
Gardner
−1 (iτ, ., τ0) is locally Lipschitz continuous on

Y = {w ∈ L2 : sechw ∈ HN}
by Proposition 2.10. Suppose that v0 ∈ L2 and sech v0 ∈ HN . Let v(t) be the
solution to the Hamiltonian equation of T Gardner

−1 . By estimate (2.35)

‖ sech v(t)‖HN ≤ ‖ sech v(0)‖HN + c

∫ t

0

‖ sech v(s)‖HNds

and by Grönwall we obtain

‖ sech v(t)‖HN ≤ cect‖ sech v0‖HN .



28 FRIEDRICH KLAUS, HERBERT KOCH, AND BAOPING LIU

We obtain similar estimates for translates. Thus v(t) = Φ−1,τ (t, w(t)) satisfies

‖v(t)‖L2 = ‖w0‖L2 , ‖ sech v‖L2((0,T ),HN ) ≤ c(T )‖ sechw‖L2((0,T ),HN ).

�

Lemma 2.26. We have

vt = ∂
( δ

δw
cT Gardner
−1 (iτ, w(t), τ) +DΦ−1,τ (t, w(t))

δ

δw
HGardner
N (w(t)

)
.

Here DΦ denotes the Fréchet derivative. It is part of the claim that all terms are
well defined in a sense described in the proof.

This calculation is a consequence of the chain rule under more regularity. How-
ever it can be done at the level of regularity at hand.

Proof. We decompose

v(t+ h)− v(t) =
[
Φ−1,τ (−(t+ h), w(t+ h)− Φ−1,τ (−t, w(t+ h)

]
+
[
Φ−1,τ (−t, w(t+ h))− Φ−1,τ (−t, w(t))

]
We divide by h and take the limit h → 0. The first term on the right hand side
converges to −ct∂ δ

δwT
Gardner
−1 (v) in L∞L2. By the definition of the weak solution

w(t+ h)− w(t) =

∫ t+h

t

∂
δ

δw
HGardner
N (w)

=

∫ t+h

t

(−1)Nw((2N+1) +

2N+2∑
n=3

N+1−n/2∑
α=1

∂αfn,α(s)ds

where (we put the dependence on ‖w‖L2 and τ0 into the constants) by Lemma 5.5,
(2.41)

‖ sech2 fn(t)‖L2 ≤ c‖ sechw(t)‖2−
n
2
−1−α
N

HN

We complement this estimate by Lipschitz bounds for Φ−1,τ . The flow map Φ−1,τ is
differentiable at least for more regular initial data. We denote its Fréchet derivative
with respect to the initial data as above by DΦ−1,τ . It is the evolution to the
differential equation (see Proposition 2.10, (2.33))

φt = −∂A(t, w)φ

and satisfies

(2.65) ‖ sech2DΦ−1,τ (t, w)w0‖L2 ≤ cec|t|‖ sech2 w0‖L2 .

Suppose that sechw ∈ HN (R). We claim
(2.66)∣∣∣ ∫ ηDΦ−1,τ (t, w)w0dx

∣∣∣ ≤ c(1 + ‖ sechw‖HN
)
‖ cosh2 η‖HN+1‖ sechw0‖H−N−1 .

This follows by duality from

‖ coshDΦ∗−1,τ (t, w)w0‖HN+1 ≤ cec|t|
(
‖ coshw0‖HN+1 +‖ sechw‖HN ‖ cosh2 w0‖L2

)
.

The adjoint equation is (reversing the time direction as well)

φ̃t = −A(w(T − t))∂xφ̃.
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Let ψ = φ̃x. It satisfies

ψt = −∂Aψ
and again

‖ coshψ(t)‖HN ≤ ‖ coshψ(0)‖HN +

∫ t

0

‖ coshAψ‖HN+1ds

≤ ‖ coshψ(0)‖HN + c

∫ t

0

‖ coshψ‖HN + ‖ cosh2 ψ(s)‖L2‖ sech(s)w(t)‖HNds.

Again by Grönwall

‖ coshψ(t)‖HN ≤ c
(
‖ coshψ(0)‖HN + ‖ sechw0‖HN ‖ cosh2 ψ(0)‖L2

)
.

We interpolate (2.65) and (2.66) and obtain for 0 ≤ m ≤ N

‖ sechDΦ−1,τ (t, w)w0‖H−m−1 ≤ cec|t|(1 + ‖ sechw‖HN )
m
M ‖ sechDΦ−1,τ (t, w)

Together we bound (with M the Hardy-Littlewood maximal function with respect
to time)

1

h
‖ sech(v(t+h)−v(t))‖H−N ≤ c

(
M‖ sech v‖2−

1
N

HN
+
(

1+‖ sechw‖1−
1
N

HN

)
M‖ sech v‖HN .

The right hand side is an integrable majorant. The same estimates imply (together
with higher differentiability of DΦ−1,τ for more regular data) that at Lebesgue
points

1

h
[Φ−1,τ (−t, w(t+ h)− Φ−1,τ (−t, w(t))→ DΦ−1,τ (−t)wt(t)

and hence

vt = ∂
δ

δw
T Gardner
−1 (−t, v) +DΦ−1,τ (−t, w)∂

δ

δw
HGardner
N .

�

Lemma 2.27. Let w ∈ C(R;L2) with w(N) ∈ L2
u be a weak solution to the N th

Gardner equation. Then v(t) = Φ−1,τ0(ct, w(t)) satisfies

(2.67) vt = ∂
δ

δw

(
HGardner
N + cT−1(iτ, ., τ0)

)
(v)

Proof. Here we rely on integrability. In view of Lemma 2.26 we have to prove

(2.68) DΦ−1,τ (t, w)∂
δ

δw
HGardner
N (w) = ∂

δ

δw
HGardner
N (iτ,Φ−1,τ (t, w)).

We begin with the case in which one has two smooth flows, which is the Frobe-
nius theorem. Let X and Y be two C2 vector fields and φX(t, ·) resp φY (t, ·) the
corresponding flows. Then the commutator of the vector fields considered as deriva-
tions satisfies [X,Y ] = 0 if and only if the φX(s, φY (t, ·)) = φY (t, φX(s, ·)). The
implication ⇐= requires differentiation. Assume [X,Y ] = 0. We differentiate

d

ds
(φX(s, φY (t, ·))− φY (t, φX(s, ·)))

= X(φX(s, φY (t, ·))− (DφY )(t, φX(s, ·))X(φX(s, ·))

We claim

(DφY )(t, ·)X(·) = X(φY (t, ·)).
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Assume the claim. Then the right hand side is

X(φX(s, φY (t, ·))−X(φY (t, φX(s, ·))

and by Gronwall’s inequality, the identity for s = 0, and local Lipschitz continuity
of X, we find φX(s, φY (t, ·)) = φY (t, φX(s, ·)). To prove the claim we differentiate
with respect to t.

d

dt
((DφY )(t, ·)X(·)−X(φY (t, ·)))

= D(Y (φY (t, ·)))X(·)−DX(φY (t, ·))Y (φY (t, ·))
= DY (φY (t, ·))DφY (t, ·)X(·)−DX(φY (t, ·))Y (φY (t, ·))
= ((DY )X − (DX)Y )(φY (t, ·)) +DY (φY (t, ·))(DφY (t, ·)X(·)−X(φY (t, ·)))
= [X,Y ](φY (t, ·)) +DY (φY (t, ·))(DφY (t, ·)X(·)−X(φY (t, ·)))

and the claim follows again by [X,Y ] = 0, Grönwall’s inequality, the identity for
s = 0 and local Lipschitz continuity of DY .

We specialize to Hamiltonian vector fields. The Hamiltonians H1, H2 Poisson
commute if and only if

exp(sJ∇H1) exp(tJ∇H2) = exp(tJ∇H2) exp(sJ∇H1)

which holds if and only if H2 is conserved on orbits of exp(tJ∇H1). To see this
assume that H1 and H2 Poisson commute and calculate

d

dt
H2(exp(tJ∇H1) = {H2, H1} = 0.

Moreover, a calculation shows

−[J∇H1, J∇H2] = J∇{H1, H2}

and the Hamiltonian vector fields commute if the Hamiltonians Poisson commute.
Indeed, let w, φ be test functions. Then, with X = J∇H1, Y = J∇H2,

〈DX(w)Y (w)−DY (w)X(w), φ〉

=
d

ds

∣∣∣
0
〈J∇H1(w + sY (w))− J∇H2(w + sX(w)), φ〉

= − d

ds

∣∣∣
0

d

dt

∣∣∣
0
H1(w + sY (w) + tJφ)−H2(w + sX(w) + tJφ)

= − d

dt

∣∣∣
0
〈∇H1(w + tJφ), J∇H2(w)〉 − 〈∇H2(w + tJφ), J∇H1(w)〉

= − d

dt

∣∣∣
0
〈∇H1(w + tJφ), J∇H2(w + tJφ)〉

= 〈J∇{H1, H2}(w), φ〉.

We turn to (2.68), which we will prove for H = cT Gardner
−1 . For φ ∈ S(R), we

have

(2.69) DΦ−1,τ (ct, φ)∂
δ

δw
HGardner
N (φ) = ∂

δ

δw
HN (Φ−1,τ (ct, φ)
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from the considerations above for smooth flows. It remains to prove continuity of
both sides as maps from HN → H−N−1 so that the statement holds by approxi-
mation. The maps

∂
δ

δw
HGardner
N : HN → H−N−1, and

Φ−1,τ : HN → HN

are seen to be continuous, and we are left to show continuity of

DΦ−1,τ (ct, .) : HN → L(H−N−1, H−N−1).

This has been proven in Subsection 2.7. �

We turn to the proof of Proposition 2.24. Let (κj)0≤j≤N be the unique solution
to the Vandermonde system

1 1 . . . 1
1 2−1 . . . (N + 1)−1

...
...

. . .
...

1 2−N . . . (N + 1)−N

κ =


(2iτ)2N

(2iτ)2(N−1)

...
(2iτ)2

0


so that with

T appN−1(σ, τ, ., τ0) = (2iτ)2NT Gardner
−1 (iτ, ., τ0)− (2iτ)2

N∑
j=0

κjT Gardner
−1 (ijσ, ., τ0)

)
lim
σ→∞

(2σ)2
(
T Gardner
N−1 (iτ)− T appN−1(τ, iσ)

)
= 0

for w ∈ HN uniformly on bounded and equicontinuous subsets in HN−1. Let
w ∈ XN be a weak solution and

v(t, τ, σ) = exp
(
− t∂ δ

δw
T appN−1(iσ)

)
w(t).

By the previous argument (which applies in the very same fashion in this situation
since the flows Φ−1,τ for different τ commute) v ∈ XN and it satisfies

(2.70) ∂tu = ∂
δ

δw

(
HGardner
N − T appN−1

)
(u).

By the previous part

lim
σ→∞

u(t, τ, σ) = v(t)

uniformly on compact time intervals in L2.

We verify that v ∈ XN . The linear part of the equation is

u̇t = (−1)N∂(2N+1)u̇−
N∑
j=0

κj∂(D2 + (2jσ)2)−1.

and |κj | ≤ cτ2N . Together with the nonlinear estimate∫
sech(x)u(τ, σ)∂

δ

δw
(HGardner

N − T appN−1(iτ))(u)dx+ 2N

∫
sech2(x)|u(N)|2

≤ cτ2N‖ sech(x)w‖2L2
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uniform in σ. Now we can take that limit σ → ∞ and obtain the Proposition
2.24. �

As a consequence v(t) → w0 by Proposition 2.22 uniformly on compact time
intervals for w0 in a precompact set. We decompose

exp
(
−t∂ δ

δw
τ2T Gardner

N−1

)
w0−w(t) = exp

(
−t∂ δ

δw
τ2T Gardner

N−1

)
w0−exp

(
−t∂ δ

δw
T Gardner
N−1

)
v(t)

and the claim follows from uniform convergence of exp
(
t∂ δ

δw τ
2T Gardner
N

)
w0 on

precompact sets which in turn follows from pointwise convergence. �

2.8. Outline of the paper. In Section 3 we develop the structure and the formulas
for KdV and the Gardner hierarchy. The modified Miura map and estimates for it
are the central object in Section 4. Section 5 uses the modified Miura map to verify
equivalence of weak solutions to the Nth KdV equation, the Nth Gardner equation
and the Nth good variable equation. The object of Section 6 are properties of
weak solutions, Kato smoothing and precompactness of orbits. Section 7 gives the
asymptotic series a precise meaning. It provides varies multilinear estimates in
particular for the difference flow.

3. The KdV and the Gardner hierarchy

The KdV hierarchy is a long studied object and we refer to Babelon et al [1], Fad-
deev and Takthajan [17], Novikov et al [49], Dickej [15] and Gesztesy and Holden
[21]. The KdV Hamiltonians and related quantities are coefficients of asymptotic
series, which are typically treated as formal series. We give the asymptotic series
a precise meaning. In contrast to the expositions above we insist on working in
an HN setting for the potentials and on sharp error estimates for the difference
of partials sums and quantities expanded in asymptotic series. We deduce con-
sequences on the coefficients from properties of the logarithm of the transmission
coefficient and related quantities. This allows to use rigorous arguments for poten-
tials in Sobolev spaces, and is central in the approximation of higher flows. The
various connections between the KdV hierarchy and the Gardner hierarchy may
be an original contribution, including a Lenard recursion without antiderivatives.
In the Subsection 3.4 on Schatten class operators and determinants, we also used
some elegant arguments from Harrop-Griffiths, Killip and Visan [25].

In what follows we will often omit arguments of functions when they are clear
from the context.

3.1. The KdV hierarchy. We consider the Korteweg-de Vries equation (KdV)
(1.1),

ut = −uxxx + 6uux

and its hierarchy. The KdV equation (1.1) has the form of a Hamiltonian equation

ut = ∂
δH

δu
,

where HKdV = 1
2

∫
u2
x + 2u3dx and δH

δu is the functional derivative of H defined to
be the unique function such that

(3.1)

∫
φ(x)

δH

δu
(x) dx =

d

dt

∣∣∣∣
t=0

H(u+ tφ)
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for all test functions φ ∈ S(R). Given a functional of the form

H(u) =

∫
R
h(u, u′, u′′, ...)dx,

one can check easily that

δH

δu
=

∞∑
i=0

(−∂)i
(

∂h

∂u(i)
(u, u′, ...)

)
.

Whenever the functional can be written as an integral over a differential polynomial
the sum on the right-hand side is finite.

The Lax operator for KdV is the Schrödinger operator

(3.2) Lφ = (−∂2
x + u)φ,

with potential u ∈ H−1. Let Im z > 0 and consider the left and right Jost solutions
φl, φr of

(3.3) (L− z2)φ = −∂2
xφ+ uφ− z2φ = 0,

with the normalization at ±∞ 1

(3.4) lim
x→−∞

eizx+ 1
2iz

∫ x
0
u(y)dyφl(x) = 1,

in a local L2 sense, and similarly

lim
x→∞

e−izx−
1

2iz

∫ x
0
u(y)dyφr(x) = 1.

The integral term in the normalization is needed to obtain a limit for u ∈ H−1 - it is
needed even for u ∈ HN for any N . For u ∈ H−1 we need an inessential correction
to the normalization described below. One way to see its origin as follows: We
write u = vx − 2izv with ‖v‖L2 = ‖e2iRe zxu‖H−1

2 Im z
. Then

L− z2 = (∂ − iz + v)(−∂ − iz + v)− v2,

and (3.3) is equivalent to the system

(3.5) ψ′ =

(
0 −1
v2 2iz − 2v

)
ψ

with

ψ1 = eizx−
∫ x
0
vdyφl, ψ2 = eizx−

∫ x
0
vdy(−∂ + iz + v)φl

The system (3.5) can easily be solved by a Picard iteration from −∞ starting with

the constant function

(
1
0

)
, see Lemma 4.4. We observe that formally

∫
udx =

−2iz
∫
vdx. The limit in (3.4) becomes a standard limit if we replace − 1

2iz

∫ x
0
u by∫ x

0
v. We define the renormalized transmission coefficent Tr(z) on the upper half

plane to be the meromorphic function

Tr(z) =
−2iz

W (φl, φr)
=

lim
x→−∞

exp
(
izx−

∫ x
0
v(y)dy

)
φl(x)

lim
x→∞

exp
(
izx−

∫ x
0
v(y)dy

)
φl(x)

.

1This deviates slightly from the standard normalization. It has the advantage that it is correct
even for u ∈ HN , N ≥ −1, in contrast to the standard normalization. It leads to the renormalized

transmission coefficient below.
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Here, W (f, g) = f ′g − fg′ is the Wronskian and the enumerator is 1, which we
kept to make the expression independent from the normalization. For Schwartz
functions the transmission coefficient T is defined using the standard normalization
of the Jost solutions without the integral in the exponent. Then

(3.6) Tr = e−
1

2iz

∫
R udxT.

Indeed, for functions u ∈ L1 the standard left Jost function φ̃l is related to the Jost

function φl defined in (3.3) and (3.4) by φl = φ̃l exp( 1
2iz

∫ 0

−∞ u dy).

None of the factors on the right hand side of (3.6) is defined unless u ∈ L1

(or W−1,1 ∩ H−1 with a suitable definition of spaces), but the left hand side is
defined for u ∈ H−1. On the lower half plane we define Tr(z) = Tr(−z)−1 which
is the correct choice for (3.17) below. The inverse of the transmission coefficient
(Tr(z, u))−1 is defined in this way for u ∈ H−1 meromorphic in z ∈ C\R and
holomorphic in the upper half plane, with the zeros given by the square roots of
the eigenvalues in the upper half plane.

A direct calculation (see the proof of Lemma 3.14 and [49]) shows that

(3.7)
δ

δu
Tr =

T 2
r

2iz
φlφr −

Tr
2iz

, and hence
δ log Tr
δu

=
Tr
2iz

φlφr −
1

2iz
,

respectively for the non-renormalized Transmission coefficient and Jost solutions,

(3.8)
δT

δu
=
T 2

2iz
φ̃lφ̃r, and hence

δ log T

δu
=

T

2iz
φ̃lφ̃r.

We specialize (2.4) to N = −1

T KdV
−1 (z, u) = iz log Tr(z).

An innocent calculation gives a formula which is hard to overestimate: the Lenard
recursion.

Lemma 3.1. Let u ∈ H−1∩L2
loc. Then the functional derivative of T KdV

−1 satisfies
the ODE

(3.9) (−∂3 + 4u∂ + 2ux)
δT KdV
−1

δu
= 4z2∂

δT KdV
−1

δu
− ux.

In view of (3.8) and the regularity of the Jost solution φl,r ∈ H2
loc the equation

(3.9) can be understood in a distributional sense.

Proof. Consider φ1, φ2 solutions to (−∂2+u−z2)φi = 0. A short calculation reveals

∂3(φ1φ2) = 2uxφ1φ2 + 4(u− z2)∂(φ1φ2).

Hence (3.9) follows from (3.7). �

There are different formulations of the equations of the Korteweg-de Vries hier-
archy: the Gardner hierarchy and the good variable hierarchy, which are equivalent
under weak conditions. They correspond to taking different coordinates in a large
part of the phase space. The different coordinates are based on relations between
the Lax operator, resolvent and Jost solutions. We give connections between these
variables in the next Lemma.

Lemma 3.2 (Definition of w and v). Let u ∈ H−1 and let φl ∈ H1
loc be the left

Jost solution with the normalization (3.4). We assume that −∂2 +u+τ2
0 is positive
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semi definite and either Re z 6= 0 or z /∈ i[0, τ0]. Then φl never vanishes and we
define w ∈ L2 (see Lemma 4.4) as

w(x, z, u) = (log(φl(x, z, u)eizx))′.

Then w satisfies the Ricatti equation

(3.10) w′ − 2izw + w2 = u.

It allows to factorize the Lax operator

(3.11) L− z2 = −∂2 + u− z2 = (∂ − iz + w)(−∂ − iz + w).

Moreover

(3.12) T KdV
−1 (z, u) = −1

2

∫
R
w2(x, z, u) dx.

Let G(z, x, y) be the integral kernel of the resolvent and β(z, x) = G(z, x, x)2 its
value on the diagonal. We define

(3.13) v = − 1

2izβ
− 1.

Then

(3.14) w = −1

2
∂x log(v + 1)− izv.

Proof. In Lemma 4.4 we will prove that the map L2 3 w → u ∈ H−1 is a diffeo-
morphism with the natural restrictions on the spectrum. From

φ′l = (−iz + w)φl, φ′′l = (w′ + (−iz + w)2)φl = (u− z2)φl

we infer (3.10). The factorization (3.11) is an immediate consequence. L1 ⊂ H−1

is dense. Then

T KdV
−1 (u, z) = iz

(
log T (z)− 1

2iz

∫
u
)

= −iz
(

lim
x→∞

log
φ̃l(x)eizx

φ̃l(−x)e−izx
+

1

2iz

∫
u
)

= −iz
∫
w +

1

2iz
udx

= −iz
∫
w +

1

2iz
(wx − 2izw + w2)dx

= −1

2

∫
w2dx.

The factors in the factorization (3.11) can be inverted independently:

(L− z2)−1 = (−∂ − iz + w)−1(∂ − iz + w)−1,

where we formally write

(∂ − iz + w)−1f(t) =

∫ t

−∞
eiz(t−y)−

∫ t
y
w dsf(y) dy,

(−∂ − iz + w)−1f(t) =

∫ ∞
t

e−iz(t−y)+
∫ t
y
w dsf(y) dy.

2Also we note here for comparison that the renormalized perturbation determinant α as defined
in [39] satisfies T−1(iτ, u) = τα(τ, u).



36 FRIEDRICH KLAUS, HERBERT KOCH, AND BAOPING LIU

Thus,

(L−1
z f)(x) =

∫ ∞
x

eiz(t−x) exp
(∫ t

x

−w
)∫ t

−∞
e−iz(t−y) exp

(∫ t

y

−w
)
f(y)dydt

=

∫
G(z, x, y)f(y)dy

where
(3.15)

G(z, x, y) =

∫ ∞
max{y,x}

exp
(
− iz(x+ y− 2t)− 2

∫ t

max{x,y}
wds−

∫ max{x,y}

min{x,y}
wds

)
dt.

is the Green’s function and the evaluation at the diagonal gives

β(z, x) = G(z, x, x) =

∫ ∞
x

exp
(
− 2iz(x− t)− 2

∫ t

x

wds
)
dt

= (−∂ − 2iz + 2w)−1(1),

and

(3.16) β′ + 2izβ − 2wβ = −1.

We substitute β = − 1
2iz(v+1) and see

2iz = − v′

(v + 1)2
+

2iz

v + 1
− 2

w

v + 1

which implies (3.14). �

We note that (3.16) is equivalent to the ODE for the Lenard recursion, (3.9).
Indeed, differentiating (3.16) twice and using β′′ = −2izβ′ + 2(wβ)′ gives

β′′′ + 2izβ′′ − 2(wβ)′′ = β′′′ + 4z2β′ + 4iz(wβ)′ − 2(wβ)′′ = 0.

Now since

4iz(wβ)′ − 2(wβ)′′ = 4izwβ′ + 4izw′β − 2w′′β − 4w′β′ − 2w(−2izβ′ + 2(wβ)′)

= −2(w′′ − 2izw′ + 2ww′)β − 4(w′ − 2izw + w2)β′,

the equivalence follows by u = w′ − 2izw + w2.
The KdV Hamiltonians are defined for Schwartz functions u as the coefficients

(3.17) T KdV
−1 (z, u) = iz log Tr(z, u) ∼

∞∑
n=0

(2z)−2n−2HKdV
n (u)

of the formal asymptotic series, or, equivalently

T KdV
1 (z) = iz log T (z)− 1

2

∫
u dx

∼ (2z)−2 1

2

∫
u2 dx+ (2z)−4 1

2

∫
u2
x + 2u3 dx+ (2z)−6 1

2

∫
u2
xx − 5uuxx + 5u4 dx...

We recall for N ≥ −1 (see (2.4)) ,

(3.18) T KdV
N (z, u) :=

i

2
(2z)2N+3 log TKdV

r (z)−
N∑
n=0

(2z)2(N−n)HKdV
n (u),
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where in the case N = −1 the sum is empty. By (3.17) T KdV
N+1 = (2z)2TN −HKdV

N

and in the sense of Proposition 2.3,

T KdV
N (z, u) ∼

∞∑
n=1

(2z)−2nHKdV
N+n(u).

3.2. Poisson structures. We recall the definition of symplectic forms and Poisson
structures on R2n, Cn and C2n. A real symplectic form is a nondegenerate closed
real two form. The most relevant real symplectic form on Cn is

ω(z1, z2) = − Im〈z1, z2〉

where we choose the convention that the inner product is complex linear in the first
component. Equivalently we write R2n = Rnx × Rny and define

ω((x1, y1), (x2, y2)) = 〈x1, y2〉 − 〈y1, x2〉 = 〈(x1, y1), J−1(x2, y2)〉

where J =

(
0 1Rn

−1Rn 0

)
. It defines a bilinear form on the dual space which we

denote by

ω−1((ξ1, η1), (ξ2, η1)) = 〈(ξ1, η1), J(ξ2, η2)〉.
The Hamiltonian vector field of the function f is J∇f .

A complex symplectic form on C2n is a holomorphic closed 2 form, the most
important being (writing C2n = Cnz × Cnζ )

ω((z1, ζ1), (z2, ζ2)) =

n∑
j=1

zj1ζ
j
2 − z

j
2ζ
j
1 .

Obviously the real part of the restriction to the real subspace of the symplectic
form is a real symplectic form.

A real (complex) Poisson bracket is a bilinear map mapping a pair of smooth
(holomorphic) functions to smooth (holomorphic) functions which satisfies

{f, g} = −{g, f}, (skew symmetry)

{f, gh} = {f, g}h+ {f, h}g, (derivation)

{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0. (Jacobi identity)

Given a smooth (holomorphic) function H (called Hamiltonian) we define the
Hamiltonian vector field by

XHf = {f,H}.
A real (complex) symplectic form ω defines a Poisson structure on smooth (holo-
morphic) functions by (where in the Hilbert space case by an abuse of notation we
identify derivatives with functional derivatives via duality)

{f, g} = ω(Xf , Xg)

(ω defines an isomorphism between tangent and cotangent space, and ω−1 is
the unique induced two form on the cotangent space). The Jacobi identity is a
consequence (and it is equivalent to it) of the closedness of the two form ω.

There is no difficulty to extent these notion to infinite dimensional real and
complex Hilbert spaces. It is important to note that not every Poisson structure
comes from a symplectic form, our most important examples for that being the
Gardner Poisson bracket and the Magri Poisson structure [18]:
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Definition 3.3. The Gardner Poisson structure is defined as

(3.19) {F,G}Gardner =

∫
δF

δu
∂x
δG

δu
dx.

and the Magri Poisson structure

(3.20) {F,G}Magri =

∫
δF

δu
(−∂3

x + 2(u∂x + ∂xu))
δG

δu
dx.

Any constant skew symmetric bracket, and in particular the Gardner bracket,
satisfies the Jacobi identity (see [8]),

{{F,G}, H}+ {{G,H}, F}+ {{H,F}, G} = 0.

We argue differently for the Magri Poisson bracket.

Lemma 3.4. Let f(w) = F (wx−2izw+w2) and g(w) = G(wx−2izw+w2). Then∫
δ

δw
f∂x

δ

δw
gdx = {F,G}Magri + (2iz)2{F,G}Gardner.

In particular every linear combination of the Gardner and the Magri Poisson struc-
ture satisfies the Jacobi identity.

We compute using the chain rule δ
δwf(w) = (−∂− 2iz+ 2w) δ

δuF |u=wx−2izw+w2 ,
hence∫

δ

δw
f∂x

δ

δw
gdx

=

∫
(−∂ − 2iz + 2w)

δF

δu

∣∣∣
u=wx−2izw+w2

∂(−∂ − 2iz + 2w)
δG

δu

∣∣∣
u=wx−2izw+w2

dx

=

∫
δF

δu
(∂ − 2iz + 2w)∂(−∂ − 2iz + 2w)

δG

δu
dx

=

∫
δF

δu

(
(−∂3 + 2(∂(wx − 2iz + w2) + (wx − 2izw + w2)∂) + (2iz)2

)
∂
δG

δu
dx.

With this at hand we prove

Lemma 3.5. The transmission coefficients Tr(z1) and Tr(z2) and T KdV
−1 (z1) and

T KdV
−1 (z2) Poisson commute for every linear combination of the Gardner and the

Magri Poisson bracket.

Proof. This is a direct formal calculation, which we do first for the Gardner bracket.∫
u dx is a Casimir for the Gardner structure ( {f,

∫
udx} = 0 for all functions f

and we may ignore it. We use (3.8) to find

− 8z1z2

∫
δT (z1)

δu
∂x

(δT (z2)

δu

)
dx = 2T (z1)2T (z2)2

∫
(φlφr)(z1)∂x(φlφr)(z2)dx

= T (z1)2T (z2)2

∫
(φlφr)(z1)∂x(φlφr)(z2)− (φlφr)(z2)∂x(φlφr)(z1)dx

=
T (z1)2T (z2)2

z2
1 − z2

2

∫
∂x

(
W (φl(z1), φl(z2))W (φr(z1), φr(z2))

)
dx

= 0,
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where in the second last step the defining equation −φ′′+uφ = z2φ was used. This
implies the same statement for log T resp. log Tr and also T KdV

−1 . From the above,
and Lemma 3.1,∫

δT (z1)

δu
(−∂3 + 4u∂ + 2ux)

δT (z2)

δu
dx = 4z2

2

∫
δT (z1)

δu
∂x
δT (z2)

δu
dx = 0.

Hence the transmission coefficients Poisson commute also with respect to the Magri
structure. We complete the argument for the Magri structure for TKdV

−1 by

{log T (z, u), ∫udx}Magri = 2

∫
δ log T (z, .)

δu
∂xudx

= 2 lim
s→0

1

s

(
log T (z, u+ sux)− log T (z, u)

)
= 2 lim

s→0

1

s

(
log T (z, u(.+ s))− log T (z, u)

)
= 0

by translation invariance and regularity of T KdV
−1 on Schwartz functions, which are

dense. We obtain Poisson commutation with respect to the Magri structure. �

We want to express Poisson brackets with T KdV
−1 , which can be read as evolution

equations for a number of quantities. Let

T Gardner
−1 (z, w, τ) =

1

4z2 + 4τ2

(1

2

∫
w2 dx+ T KdV

−1 (z, wx + 2τw + w2)
)

=
1

2

1

4z2 + 4τ2

∫
w2 − w2(z)dx.

(3.21)

Here, w(z) is defined as in (2.31) and equality of the first and the second line is
ensured by (3.12).

Lemma 3.6. The following identities hold for u ∈ H−1

(3.22) {u, T KdV
−1 (z)} =

1

2
∂x

v(z)

v(z) + 1
,

(3.23) {v(z1), T KdV
−1 (z2, u)} =

1

4z2
1 − 4z2

2

∂x
v(z1)− v(z2)

v(z2) + 1
,

(3.24) {w(z1), T KdV
−1 (z2, u)} = ∂x

δ

δw
T Gardner
−1 (z2, w, z1).

At first sight the Poisson bracket as defined in Definition 3.3 only makes sense
for functionals. We understand identities like (3.22) as follows though: For any test
function we consider

∫
v(z1, x)φ(x)dx as a functional of u ∈ H−1. We ask then

that{∫
v(z1, x)φ(x)dx, T KdV

−1 (z2)

}
= − 1

4z2
1 − 4z2

2

∫
v(z1, x)− v(z2, x)

v(z2, x) + 1
∂xφdx

for all test function φ. In the same way we interpret (3.22) and (3.24). Observe
that (3.24) is equivalent to Lemma 2.11, for which we give a different proof here.
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Proof. By definition of T KdV
−1 , the variational derivative of the renormalized trans-

mission coefficient (3.7), the definition of β as diagonal Green’s function of Lemma
3.2 and the formula for the Green’s function

G(x, y) =
TKdV

2iz
×
{
φl(x)φr(y) if x < y
φr(x)φl(y) if y < x

{u, T KdV
−1 (z)} = ∂x

δT KdV
−1 (z)

δu
= iz∂x(β +

1

2iz
) =

1

2
∂x(

v

v + 1
)

which is (3.22). Using the notation Lz = −∂2 +u− z2, we calculate (see also Killip
and Visan [39] and [17])

2
{
v(z1), T KdV

−1 (z2)
}

= −2iz2

2iz1

{
1

β(z1)
, log TKdV

r (z2)

}
=
z2

z1
β−2(z1)

{
β(z1), log TKdV

r (z2)
}

= −z2

z1
β−2(z1)

(
L−1
z1 {u, log TKdV

r (z2)}L−1
z1 δx

)
(x)

= −z2

z2
β−2(z1)

∫
G(z1, x, y)(∂yβ(z2, y))G(z1, y, x)dy.

We use (3.9), and rewrite as operators

β′′′(z2)− 2(uβ(z2))′−2uβ′(z2) + 4z2
1β
′(z2)

= Lz1β
′(z2) + β′(z2)Lz1 − 2Lz1β(z2)∂y + 2∂yβ(z2)Lz1 .

Thus,

{
v(z1), T KdV

−1 (z2)
}

= −
z2
z1

4z2
1 − 4z2

2

β(z1)−2

∫
G(z1, x, y)G(z1, y, x)

{
β′′′(z2)

− 2(uβ(z2))′ − 2uβ′(z2) + 4z2
2β
′(z2) + (4z2

1 − 4z2
2)β′(z2)

}
dy

=
z2
z1

4z2
1 − 4z2

2

β(z1)−2(β′(z1)β(z2)− β(z1)β′(z2))

=
z2
z1

4z2
2 − 4z2

1

∂
β(z2)

β(z1)

=
1

4z2
2 − 4z2

1

∂
v(z1) + 1

v(z2) + 1

=
1

4z2
2 − 4z2

1

∂
v(z1)− v(z2)

v(z2) + 1

which is (3.23).
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For the last identity we compute using 2w = −∂ log(1 + v)− 2izv and by iden-
tifying functions with multiplication operators

2wt = −∂ vt(z1)

v(z1) + 1
− 2iz1vt(z1)

=
1

4(z2
2 − z2

1)
∂
[
(v(z1) + 1)−1∂(v(z1) + 1) + 2iz1(v(z1) + 1)

]
(v(z2) + 1)−1

=
1

4(z2
2 − z2

1)
∂
[
∂ +

[
∂ log(v(z1) + 1)

]
+ 2iz1 + 2iz1v(z1)

]
(v(z2) + 1)−1

=
1

4z2
1 − 4z2

2

∂
(
− ∂ + 2w − 2iz1

)
(v(z2) + 1)−1

=
iz2

2z2
2 − 2z2

1

∂
(
− ∂ + 2w − 2iz1

)
β(z2) =

iz2

2z2
2 − 2z2

1

∂
δ

δw
log T (z2, wx − 2izw + w2),

where in the last step we used the chain rule for f(w) = g(wx − 2izw + w2). We
rewrite

log T (z2, u) = log Tr(z2, u)− 1

2iz2

∫
u dx =

1

iz2

(
T KdV
−1 (z2, u)− 1

2

∫
u dx

)
=

1

iz2

(
T KdV
−1 (z2, u)− 1

2

∫
w2 dx+ Casimir

)
and get

{w(z1), T KdV
−1 (z2)} =

1

4z2
2 − 4z2

1

∂
δ

δw

(
T KdV
−1 (z2, wx − 2iz1w + w2)− 1

2

∫
w2 dx

)
.

which in view of (3.21) is (3.24). �

We obtain the hierarchies for the Gardner variable and good variable by expand-
ing the expressions above into asymptotic power series in (2z)−1. The generating
function T Gardner

−1 (z, w, iτ) has an asymptotic expansion in z,

(3.25) T Gardner
−1 (z, w, iτ) ∼

∞∑
n=1

(2z)−2nHGardner
n−1 (w, τ)

where we call the coefficients HGardner
n the Gardner Hamiltonians. Then e.g.

HGardner
0 =

1

2

∫
w2dx, HGardner

1 =
1

2

∫
w2
x + w4 + 4τw3dx,

HGardner
2 =

1

2

∫
w2
xx + 10w2w2

x + 2w6 + 4τ(5ww2
x + 3w5) + 24τ2w4 dx.

In correspondence with KdV we define
(3.26)

T Gardner
N (z, w, τ) := (2z)2N+2T Gardner

−1 (z, w, τ)−
N∑
n=0

(2z)2(N−n)HGardner
n (w, τ).

The relation (3.21) can be written as

T KdV
−1 (z, wx + 2τw + w2) = (4z2 + 4τ2)T Gardner

−1 (z, w, τ)− 1

2
‖w‖2L2 .

It implies a similar identity for all N ,
(3.27)

(2z)2T KdV
N (z, wx + 2τw + w2) = (2z)2T Gardner

N+1 (z, w, τ) + (2τ)2T Gardner
N (z, w, τ)
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and

(3.28) HKdV
N (wx + 2τw + w2) = HGardner

N+1 (w, τ) + 4τ2HGardner
N (w, τ),

or, equivalently
(3.29)

HGardner
N (τ, w) = (−4τ2)N

1

2
‖w‖2L2 +

N−1∑
n=0

(−4τ2)N−n−1HKdV
n (wx + 2τw + w2).

From the properties of the generating functions we can derive properties of the
Hamiltonians. As a first instance, we note:

Corollary 3.7 (Corollary of Lemma 3.5). The KdV Hamiltonians Poisson com-
mute with respect to the Gardner Poisson structure on the Schwartz space with
another and the renormalized transmission coefficient resp. T KdV

−1 .

Proof. This is an immediate consequence of Lemma 3.5 since the Hamiltonians can
be defined by limits of Poisson commuting quantities. By definition (3.17) and from
(2.11) we see that

HKdV
N+1 = lim

τ→∞
(2iτ)2T KdV

N (iτ, u), if u ∈ HN+1.

Thus by Lemma 3.5,{
HKdV
N+1, T

KdV
−1 (z)

}
= lim
τ→∞

{(2iτ)2T KdV
N (iτ, u), TKdV

−1 (z)} = 0.

Here in the last equality we argue inductively that the Poisson bracket with all
lower index Hamiltonians vanishes, and the first equality holds because∣∣∣{HKdV

N+1−4τ2T KdV
N (iτ, u), T KdV

−1 (z)}
∣∣∣

=
∣∣∣ ∫ δT KdV

N+1 (iτ, u)

δu
∂
δT KdV
−1 (z)

δu
dx
∣∣∣

≤
∥∥∥δT KdV

N+1 (iτ, u)

δu

∥∥∥
H−N−2

∥∥∥δTKdV
−1 (iτ, u)

δu

∥∥∥
HN+3

. τ−2
(
‖u‖HN+2 + ‖u‖2HN+2

)
‖u‖HN+1 ,

if τ & ‖u‖2H−1 , using (2.11). �

From Lemma 3.6 we obtain the evolution of the variables v(z) and w(z) when u
evolves according to the Nth KdV flow, respectively the flows TN .

Theorem 3.8. The following identities hold on Schwartz space

{w(iτ), HKdV
N (u)} = ∂x

δ

δw
HGardner
N (w, τ)

{w(iτ), T KdV
N (z, u)} = ∂x

δ

δw
T Gardner
N (z, w, τ)

{v(z), HKdV
N (u)} = 2∂x

[
(v(z) + 1)

δ

δu

N−1∑
j=0

(2z)2(N−1−j)HKdV
j (u)

]

{v(z1), T KdV
N (z2, u)} = 2∂x

[
(v(z1) + 1)

δ

δu

N−1∑
j=0

(2z1)2(N−1−j)T KdV
j (z2, u)

]
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Proof. We expand (3.22), (3.23) and (3.24) and compare coefficients of (2z)−3−2n.
The first two lines follow immediately by definition. For the third and fourth line
on the right hand side we write

∂x
v(z1)− v(z2)

v(z2) + 1
= 2∂x

(
(v(z1) + 1)

(1

2
−
δT KdV
−1 (u)

δu

))
and expand both this and (4z2

1 − 4z2
2)−1. �

3.3. Structure of the Hamiltonians. The Lenard recursion formula (see [51] for
how it is connected to Lenard)

(3.30) ∂
δ

δu
HKdV
N+1 = (−∂3 + 4u∂ + 2ux)

δ

δu
HKdV
N

holds in a distributional sense for u ∈ HN by (3.9),(3.17) and (2.11). We will see
that the Hamiltonians have a very special structure. For that we introduce the
notion of differential polynomials.

Definition 3.9. A differential polynomial in u is a polynomial in u and its deriva-
tives. We say the monomial

N∏
j=0

(u(j))αj

has

• homogeneity (total number of factors) H =
∑N
j=0 αj,

• weight (total number of derivatives) M =
∑N
j=1 jαj and

• for KdV, degree dKdV = H +M/2,
• for Gardner, degree dGardner = H +M .

We say a differential polynomial has degree n if it is a sum of monomials of degree
n.

In Chapter 7.2 (see Lemma 7.4) we prove that the Gardner Hamiltonians are
differential polynomials. By the chain rule we have

∂
δHKdV

N

δu
(u) = (∂ + 2τ + 2w)∂

δHGardner
N

δw
(w, τ)

where u = wx + 2τw + w2. On the left hand side every factor of τ carries a factor
of w, hence the homogeneity τ has to be less or equal than the homogeneity of
w in each monomial in HGardner

N (w, τ), since the variational derivative decreases
the homogeneity in w by 1 which can be compensated by the multiplication by w.
Similarly for each monomial of the integrand on the left hand side of (3.28) the
homogeneity in w is at least as high as the homogeneity in τ . The same is true for
the first term on the RHS, hence HGardner

N−1 can be written as integral over multiples
of monomials with the homogeneity in u is at least two more than the homogenity
in w. The formulas also show that the sum of the homogeneities in τ and w is
always even.

Together with (3.28) this allows us to obtain the KdV Hamiltonians directly
from the Gardner Hamiltonians by picking the monomials where the homogenity
of w is exactly two more than the homogenity of τ , which is positive.

HKdV
N (u) = lim

τ→∞
HKdV
N ((u/(2τ))x + (u/(2τ))2 + 2τ(u/(2τ)))

= lim
τ→∞

4τ2HGardner
N (u/(2τ), τ)
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We obtain a new recursion formula for the Gardner Hamiltonians
(3.31)
HGardner
N (w, τ) = lim

λ→∞
λ2HGardner

N−1 ((wx + 2τw + w2)/λ, λ)− 4τ2HGardner
N−1 (w, τ).

as well as a recursion formula for the KdV Hamiltonians which does not involve
taking antiderivatives,

HKdV
N (u) = lim

τ→∞
4τ2HGardner

N

( u
2τ
, τ
)

= lim
τ→∞

4τ2
[
HKdV
N−1

(ux
2τ

+ u+
u2

4τ2

)
− 4τ2HKdV

N−2

(ux
2τ

+ u+
u2

4τ2

)
+ . . .

]
.

Starting with HGardner
0 = 1

2

∫
w2dx we obtain HKdV

0 = 1
2

∫
u2dx and

HGardner
1 =

1

2

∫
(wx + 2τw + w2)2 − 4τ2w2dx =

1

2

∫
w2
x + w4 + 4τw3dx.

HKdV
1 =

1

2

∫
u2
x + 2u3dx

HGardner
2 =

1

2

∫
(wxx + 2τwx + 2wwx)2 + 2(wx + 2τw + w2)3 − 4τ2(w2

x + w4 + 4τw3)dx

=
1

2

∫
w2
xx + 10w2w2

x + 20τww2
x + 2w6 + 12τw5 + 24τ2w4dx

HKdV
2 =

1

2

∫
u2
xx + 10uu2

x + 6u4dx.

We arrive at the following general structure of the Hamiltonians.

Theorem 3.10. A) HKdV
n can be written as an integral over a sum of homogeneous

differential polynomials in u,

HKdV
n =

∫
endx =

1

2

∫
|u(n)|2 +

n+2∑
k=3

∫
en,k dx

where

en,n+2 =
1

n+ 2

(
2n+ 2

n+ 1

)
un+2.

The degree of en is dKdV = n + 2. Hence, en,k is a sum of products of k factors,
each product carrying a total of 2(n+ 2− k) derivatives of order at most n+ 2− k.
B) HGardner

n can we written as an integral over a linear combination of differential
monomials

HGardner
n (τ, w) =

1

2

∫
|w(n)|2dx+

n+1∑
m=0

2n+2−m∑
k=3

∫
τmeGardner

n,m,k dx

Here eGardner
n,m,k are differential polynomials of homogeneity k ≥ 3 in w, of degree

dGardner = 2n+ 2−m and a with total number of 2n+ 2− k −m derivatives. No
factor contains more than [n + 1 − (k + m)/2] derivatives. The term of highest
homogeneity is

eGardner
n,0,2n+2 =

1

2(2n+ 1)

(
2n+ 2

n+ 1

)
w2n+2.

The homogeneity k of w and homogeneity m of τ in en,m,k are related by k ≥ m+2.
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Proof. A) Since the functional derivative reduces the number of factors by one but
keeps the weight the same, we see that the first statement is equivalent to showing
that

δHKdV
n

δu
= (−1)nu(2n) + · · ·+ 1

2

(
2n+ 2

n+ 1

)
un+1,

where the terms in between contain k factors, 1 < k < n+ 1, and are all of degree
n + 1. This is done inductively. Clearly, for n = 0 the statement holds. On the
other hand, from the Lenard recursion,

∂
δHKdV

n+1

δu
= (−∂3 + 4u∂ + 2ux)

δHKdV
n

δu

and the fact that derivatives keep the number of factors the same while they add
one derivative, we conclude that the linear term gains two derivatives and the
(n+ 1)-linear term becomes

1

2

(
2n+ 2

n+ 1

)
∂−1(4u∂ + 2ux)un+1 =

1

2

(
2n+ 2

n+ 1

)
4n+ 6

n+ 2
un+2 =

1

2

(
2n+ 4

n+ 2

)
un+2,

by explicitly calculating the binomial coefficient. The degree of the differential poly-
nomial is increased by the operators −∂2, ∂−1(4u∂+2ux) by one, which determines
the monomials in between. The bound on the maximal order of derivatives involved
in the monomials can then be reached by a finite time of partial integrations.

B) By (3.29) we have to analyze what happens when we plug in u = wx+2τw+w2

into the Nth KdV Hamiltonians with N ≤ n − 1. We first prove the degree
condition. Consider a monomial in the Nth KdV Hamiltonian. By splitting the
sum in u = wx + 2τw + w2, every factor of u becomes a factor of w and gains
either a derivative, another factor of w or a factor of τ . Additionally a factor of
(2τ)2(n−1−N) is multiplied. Thus by the degree condition of KdV,

m+ dGardner = 2(n− 1−N) +HGardner +MGardner

= 2(n− 1−N) + 2HKdV +MKdV

= 2(n− 1−N) + 2(N + 2) = 2n+ 2.

The bound on the maximal order of derivatives involved in the monomials can
again be reached by a finite time of partial integrations. To obtain the form of the
bilinear term we notice that only the part wx+2τw can contribute to it. Now from
the nth KdV Hamiltonian respectively we obtain a contribution of

1

2

∫ (
w(n+1) + 2τw(n)

)2
dx =

1

2

∫ (
w(n+1)

)2
+ 4τ2

(
w(n)

)2
dx.

This shows that the sum of the bilinear parts in (3.29) is a telescopic sum in which
only the highest order term survives, giving the desired form of the bilinear term in
the Gardner Hamiltonian. Likewise, the form of the term of highest homogeneity is
reached by setting u = w2 in the un+1 summand of the n− 1th KdV Hamiltonian.

�

Before analyzing the form of the good variable equations we state another result
concerning the conservation law for the momentum of the Gardner equations. This
will be used in proving the local smoothing properties.
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Lemma 3.11 (Energy-flux). There exist differential polynomials which we call
fluxes so that

∂

∂t
w2 = ∂x FlN

if w satisfies the N th Gardner equation. The flux can be written as

FlN =

N+1∑
m=0

2N+2−m∑
j=3

τm0 Flm,j,N ,

where each Fm,j,N has homogeneity j ≥ 3, degree 2N + 2−m and weight 2N + 2−
(m+ j).

Proof. Let hN be the density of HGardner
N , given as a differential polynomial. Then

∂xw
δ

δw
HGardner
N = ∂xw

∑
j

(−1)j∂j
∂hN
∂w(j)

= ∂xhN +
∑
j

(−1)j
∑

k1+k2=j,k1≥1

∂k1
(
w′′∂k2

∂hN
∂w(j)

)
.

We obtain a differential polynomial FlN such that

(3.32) ∂tw
2 = ∂x FlN .

We decompose FlN as a finite sum of differential polynomials FlN =
∑
l FllN

where FllN has degree l. Taking derivatives leaves the number of factors invariant
and increases the degree by one. On the other hand, we know that

w∂
δHGardner

N

δw
= ∂x

N+1∑
m=0

2N+2−m∑
j=3

τm0 h̃m,j,N

is also a sum over homogeneous differential polynomials of homogeneity j and de-
gree 2N + 3−m. Indeed, the functional derivative leaves the number of derivatives
constant while decreasing the homogeneity by one, the derivative increases the de-
gree and the former homogeneity is restored by multiplication by w. By identifying
terms of like degree we see that

FlN =

N+1∑
m=0

2N+2−m∑
j=3

τm0 F̃lm,j,N ,

where each Flm,j,N has homogeneity j ≥ 3, degree 2N + 2 −m and weight 2N +
2− (m+ j). This shows∫

(1− tanh(κx))w∂
δHGardner

N

δw
dx = κ

∫
sech2(κx)

N+1∑
m=0

2N+2−m∑
j=3

τm0 F̃lm,j,Ndx.

By partial integration, we can reduce to the situation where each factor has less
than [n + 1 − (m + j)/2] derivatives, by making errors where derivatives fall onto
the localization factor sech(κx) and the degree of the homogenous polynomial is
decreased, thus being easier to handle. �
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We turn to the good variable equations. We have seen that if u solves the Nth
KdV equation, then by Theorem 3.8

∂tv(z) = 2∂x

[
(v(z) + 1)

δ

δu

N−1∑
j=0

(2z)2(N−1−j)HKdV
j (u)

]
Using the relations between u,w, and v, we can turn this into a single differential
equation. By combining (3.10) and (3.14) we see that

(3.33) u = −1

2

vxx
v + 1

+
3

4

v2
x

(v + 1)2
− 2z2v − z2v2.

To turn the above system into a single ODE we plug (3.33) into the equation. For
N = 1 and z = iτ , we find

(3.34) vt = ∂x

[
− vxx + 6τ2v2 + 2τ2v3 +

3

2

v2
x

v + 1

]
.

Hence the time evolution equation for the good variable is a deformation of the
Gardner equation! For N = 2 we obtain the somewhat lengthy equation

vt =∂x

[
vxxxx − 7τ2vxxv

2 − 4τ2vv2
x − 14τ2vxxv − 4τ2v2

x

+ 6τ4v5 + 30τ4v4 + 40τ4v3

+ (v + 1)−1
(
− 5

2
v2
xx − 5vxxxvx + 18τ2v2

xv +
9

2
τ2v2

xv
2 − 6τ2v2

x

)
+ (v + 1)−2

(25

2
vxxv

2
x

)
+ (v + 1)−3

(
− 45

8
v4
x

)]
.

(3.35)

To prove equivalence of weak solutions we need an understanding of the form of
the equation for general N . This is given in the next theorem whose proof can be
found in Appendix A.1.

Theorem 3.12. The N th equation for v can be written in the form vt = ∂xFN ,
where

(3.36) FN =

2N−1∑
n,l,L,d

(v + 1)−nτ lfN,n,k,d(v),

where fN,n,k,d has homogeneity k in v and a total number of derivatives d, and the
sum is restricted by

0 ≤ n ≤ 2N − 1, l + d = 2N, n+ 1 ≤ k ≤ 2N + 1,

#{factors of ω with at least 1 derivative} ≥ n+ 1 if n ≥ 1.

Moreover, the linear part of the equation is (−1)Nv(2N+1), and τ lfN,n,k,d contains

no term of the form vn+1v(2N). The number of derivatives d, and l, are always
even.

In order to estimate later we also need be able to pull out derivatives. Weak
solutions will have regularity L∞HN , and localized one more derivative, which
means that the single factors of v in nonlinear terms are not allowed to carry more
than N derivatives. If N = 2, the only bad term is

(v + 1)−1(vxxxvx),
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and we can pull out derivatives to rewrite it as

(v + 1)−1(∂x(vxxvx)− v2
xx)

= −(v + 1)−1(v2
xx) + ∂x

(
(v + 1)−1(vxxvx)

)
+ (v + 1)−2(vxxv

2
x).

For general N we could have a terms of the form

(v + 1)−n
k∏
i=1

v(αi),

where
∑
αi = d and some of the αi are larger than d/2. Note that d is always even,

because the number of derivatives on each differential monomial of δHKdV
N /δu is

even, as can be seen from the Lenard recursion (3.9). Without loss of generality
assume α1 > · · · > αk. We pull out one derivative from α1. This produces a total
derivative of a monomial with d − 1 derivatives, and a term where we replace α1

by α1 − 1 one some other αi by αi + 1. We can iterate this until α1 − α2 = 0,
or α1 − α2 = 1. In the latter case we simply pull out another derivative using
2u(α1)(u(α1−1))p−1 = ∂(u(α1−1))p. We arrive at

k∏
i=1

v(αi) =
∑

α1+···+αk=d,αi≤d/2

cα1,...,αk

k∏
i=1

v(αi)

+

α−d/2∑
l=1

∂l
∑

α1+···+αk=d−l,αi≤(d−l)/2

cl,α1,...,αk

k∏
i=1

v(αi).

Now we pull the derivatives in front of the factor (v + 1)−n as well. The maximal
amount of derivatives we have to pull out is α − d/2 = N − 1, hence we will
never create a term with too many derivatives. Moreover, because the differential
polynomial with prefactor (1 + v)−n has at least n+ 1 factors with derivatives, the
most derivatives a single factor can have is 2N−n, hence at most N−n derivatives
have to be pulled out if n ≥ 1. This may create up to N − 1 new factors.

We arrive at the following form.

Lemma 3.13. The N th equation for v can be written in the form vt = ∂xFN ,
where

(3.37) FN =
∑

j,l,n,k,d

∂jx
(
(v + 1)−nτ lFN,j,l,n,k,d(v)

)
,

where FN,j,n,k,d has homogeneity k in v, a total number of derivatives d− j, and no
factor of v carries more than N derivatives. The sum is restricted by the conditions

0 ≤ n ≤ 2N − 1, 0 ≤ j ≤ N − 1, l + d = 2N − j,
n+ 1 ≤ k ≤ 2N + 1 if n ≥ N + 1,

n+ 1 ≤ k ≤ 3N if 1 ≤ n ≤ N.

The linear part of the equation is (−1)Nv(2N+1).

3.4. Regularised Fredholm determinants and the Wadati Lax operator.
The importance of these objects is that they characterize log T and its functional
derivatives. We introduce the resolvents R± = (−iz ± ∂)−1 for Im z > 0,

(3.38) R+f(x) =

∫ x

−∞
eiz(x−y)f(y)dy, R−f(x) =

∫ ∞
x

e−iz(x−y)f(y)dy.
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For q, r ∈ L2 and z ∈ C we define the AKNS Lax operator

L(q, r) = i

(
∂ q
−r −∂

)
so that

L(q, r)− z1 = (L(0, 0)− z1)

(
1 +

(
0 R−q

−R+r 0

))
.

Unfortunately the operator in the bracket is only Hilbert-Schmidt for q, r ∈ L2, but
not trace class, even for Schwartz functions. For trace class operators K one has
the expansion

(3.39) ln det(1−K) =

∞∑
n=1

1

n
tr Kn

where tr Kn is defined for K in the Ln Schatten class. In particular only the first
term is problematic for the bracket above. On the other hand, formally at least
this trace should be zero due to the off-diagonal block matrix form of the operator.
This motivates the use of the renormalized determinant

det2(1 +K) = det(I +K) exp(− tr K)

for trace class functions, which has a unique extension to Hilbert Schmidt operators
K. We refer to Simon [59] for details.

The Lax operator −∂2 + u without potential can be factorised as

−∂2 − z2 = (∂ + iz)(−∂ + iz).

Lemma 3.14. Suppose that u ∈ L1. Then

(∂ + iz)−1u(−i∂ + iz)−1

is a trace class operator. Moreover, if u ∈ H−1 and Im z is sufficiently large then

iz log det2(1 + (∂ + iz)−1u(−∂ + iz)−1) = T KdV
−1 (z, u).

Proof. We factor

(∂ + iz)−1u(−∂ − iz)−1 =
(

(∂ + iz)−1|u|1/2
)(
|u|−1/2u(−∂ + iz)−1

)
and verify that the factors are Hilbert-Schmidt operators. More precisely let f ∈ L2.
Then (∂ + iz)−1f has the integral kernel

k(x, y) = χx<ye
−iz(x−y)f(y)

which has the L2 norm (Im z)−1/2‖f‖L2 . The same argument applies to f(−∂ +
iz)−1. (∂+ iz)−1u(−∂+ iz)−1 is the product of two Hilbert-Schmidt operators and
thus of trace class.

Let

α(u) = iz log det(1 + (∂ + iz)−1u(−∂ + iz)−1)

still assuming u ∈ L1. Then α(0) = 0 and, if u, v ∈ L1

1

iz

d

ds
α(u+ sv) = tr

(
(−∂2 − z2 + u)−1v

)
=

∫
G(x, x)v(x)dx

where G(x, x) is the diagonal Green’s function. We compute

tr
(

(∂ + iz)−1u(−∂ + iz)−1
)

=

∫
y<x

exp(2iz(x− y))u(x)dxdy =
1

2iz

∫
udx
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Comparison with (3.8) implies the claim. �

The Wadati Lax operator is defined by

LWadati(w) = i

(
∂ −w

w + 2τ −∂

)
for w ∈ L2

Lemma 3.15. Suppose that w ∈ L2 and Im z > 0. Then

(3.40) (LWadati(0)− z1)−1

(
0 −iw
iw 0

)
=
( 0 −(∂ + iz)−1w

(−∂ + iz)−1w 2τ(−∂2 − z2)−1w

)
is a Hilbert-Schmidt operator and

(3.41)

iz log det2

(
1 +

( 0 −(∂ + iz)−1w
(−∂ + iz)−1w 2τ(−∂2 − z2)−1w

))
= T KdV

−1 (z, wx + 2τw +w2).

Proof. By the proof of Lemma 3.14 the components are Hilbert-Schmidt operators,
and hence the operator is Hilbert-Schmidt. The spectral equation is the system

(3.42) ∂xφ
1 = wφ2 − izφ1 ∂2φ

2 = −(w + 2τ)φ1 − izφ2.

The matrix

(
−iz 0
2τ iz

)
has the eigenvalues ±iz with corresponding eigenvectors(

1
− iz

2τ

)
and

(
0
1

)
. We consider the case Im z > 0. The Jost solutions are defined

by the normalization (if w ∈ L1, which we assume for simplicity for the moment)

lim
x→−∞

eizxφl =

(
1
− iz

2τ

)
resp. lim

x→∞
e−izxφr =

(
0
1

)
.

We define the transmission coefficient by
(
TWadati(z, w)

)
= a−1 where

a := lim
x→∞

eizx(φl(x))1

which is the same as the Wronskian

W (φl, φr) = φ1
l φ

2
r − φ2

l φ
1
r

which does not depend on x.
Again we calculate the variational derivative of log a. Let φ̇l = d

dsφl(w+sv)|s=0.
It satisfies (compare (3.42))

∂xφ̇
1
l − wφ̇2

l + izφ̇1
l = vφ2

l ,

∂2φ̇
2
l − (w + 2τ)φ̇1

l −−izφ̇2
l = vφ1

l .

The forward fundamental solution is, using the notation φ̃l,r = (−φ2
l,r, φ

1
l,r)

TWadati

{
φr(x)φ̃l(y)− φl(x)φ̃r(y) if x > y
0 if x < y

hence

lim
x→∞

eizxφ̇1
l (x) = TWadati

∫
(φ1
l (x)φ1

r(x)− φ2
l (x)φ2

r(x))v(x)dx.
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and

(3.43)
δ

δw
a = TWadati(φ1

l φ
1
r − φ2

l φ
2
r).

Let

G(z, w, x, y) = TWadati(z, w)

{
φr(x)φ̃l(y) if x > y

φl(x)φ̃r(y) if x < y

}(
−i 0
0 i

)

be the integral kernel of the resolvent (LWadati − z)−1 which, by an abuse of nota-
tion, we identify with L(z, w)−1 whenever it is defined. Moreover we will suppress
arguments and write G(z, w, x, y) = G(x, y) = G(z, w) whenever this is convenient.

We claim

(3.44) ln det2

(
1 +G(z, w)

(
0 iw
−iw 0

))
= − lnTWadati(z, w) +

2

z

∫
wdx

for which we provide a short conceptional proof by calculating the derivative of the
functional determinant with respect to the potential w(see also [57] ).

This requires a bit of care. We observe that both sides are identically 0 if w = 0.
We approximate w by Schwartz functions and replace R± = (±∂ − iz)−1 by the
operators Rσ± = [(1± 1

σ∂)(−iz ± ∂)]−1 which have convolution kernels

kσ+(x) == χx>0
1

iz + σ
(eizx − e−τx), kσ−(x) = χx<0

−1

iz + σ
(e−izx − eσx).

Then, with the obvious notation

ln det2

(
1 +G(z, 0)

(
0 iw
−iw 0

))
= lim
σ→∞

ln det2

(
1 +Gσ(z, 0)

(
0 iw
−iw 0

))
since the trace of the second summand on the right hand side vanishes, and the op-
erator converges in the Hilbert-Schmidt norm. By the definition of the regularized
determinant

ln det

(
1 +Gσ(z, 0)

(
0 iw
−iw 0

))
= tr Gσ(z, 0)

(
0 iw
−iw 0

)
+ ln det2

(
1 +Gσ(z, 0)

(
0 iw
−iw 0

))
.

We compute

tr Gσ(z, 0)

(
0 iw
−iw 0

)
→ tr

(
2τ(−∂2 − z2)−1w

)
=
τ

z

∫
wdx as σ →∞

since the resolvent converges.
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We use the operator identity 1 + (t+ s)A = (1 + tA)(1 + (1 + tA)−1sA) below,
and calculate

d

ds
log det

(
1 +Gσ(z, 0)

(
0 (t+ s)iw

−(t+ s)iw 0

))
s=0

=
d

ds
log det

[
1 + s

(
1 +Gσ(z, 0)

(
0 (t+ s)iw

−(t+ s)iw 0

))−1

Gσ(z, 0)

(
0 iw
−iw 0

)]
s=0

=
d

ds
log det

[
1 + sGσ(z, tw)

(
0 iw
−iw 0

)]
s=0

= tr

[
Gσ(z, tw)

(
0 iw
−iw 0

)]
= tr

[(
1 +Gσ(z, 0)

(
0 itw
−itw 0

))−1

Gσ(z, 0)

(
0 iw
−iw 0

)]

→ tr

[(
1 +G(z, 0)

(
0 itw
−itw 0

))−1

G(z, 0)

(
0 iw
−iw 0

)]

→
∫

(φ1
l φ

1
r − φ2

l φ
2
r)w(x)dx

where φl,r are the Jost solutions at tw. For the limit we use that

Gσ
(

0 iw
−iw 0

)
→ G

(
0 iw
−iw 0

)
in the Hilbert Schmidt norm and, assuming w ∈W 1,1,

tr Gσ
(

0 iw
−iw 0

)
= tr 2τRσ+R

σ
−w

and

Rσ+R
σ
−w → R+R−w

in the trace norm. This implies (3.44).
It remains to connect the transmission coefficients for Wadati and KdV. A

straight forward calculation gives(
−∂2 + w2 + 2τw + w′ 0

0 −∂2 + w2 + 2τw − w′
)

= −1

2

(
1 1
−1 1

)(
−∂ w

−(w + 2τ) ∂

)2(
1 −1
1 1

)
.

(3.45)

Let φl be the left Jost function for the Wadati Lax operator. Then, by this cal-
culation, φ1

l + φ2
l is a multiple of the left Jost solution to the KdV Lax operator.

Thus

(3.46) TGardner(z, w) = TKdV(z, wx + 2τw + w2).

�

This connection is used in Chapter 7 where we derive estimates on the multilinear
expansion of the Gardner generating function.
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Theorem 3.16. In particular, the Gardner generating function T Gardner
−1 defined

in (3.21) can be written in the following forms

T Gardner
−1 (z, w, τ) = (4z2 + 4τ2)−1

(
T KdV
−1 (z, wx + 2τw + w2) +

1

2

∫
w2dx

)
= (4z2 + 4τ2)−1 1

2

∫
w2 − w2(z)dx

=
iz

4z2 + 4τ2
log det2

(
1 + (LWadati − z1)−1

(
0 w
−w 0

))
.

(3.47)

where w(z) in the second line is defined by

w(z)x − 2izw(z) + w(z)2 = wx + 2τw + w2.

Proof. The first and second equality in (3.47) are (3.21) and the definition of w(z).
Recall (3.6)

T KdV
−1 (z, u) = iz

(
log T (z, u)− 1

2iz

∫
u
)
,

hence setting u = wx + 2τw + w2 in (3.21) gives

T KdV
−1 (z, u) +

1

2

∫
w2dx = iz log TWadati(z, w, τ)− τ

∫
w dx,

from which the proof of the third equality follows. �

3.5. Periodic functions. Here we assume that r and q are 1 periodic. The mon-
odromy matrix plays a crucial role now: Let Ψ be the R2×2 valued solution to

L(z)Ψ = 0 on [0, 1] Ψ(0) = 1R2

We define the monodromy matrix M = Ψ(1). Its eigenvalues are the Floquet
exponents. If Im z is sufficiently large then one of the Floquet exponents is close
to exp(−iz) and its one dimensional eigenspace N(z) is the initial datum for all
exponentially growing solutions (we keep z fixed). Transmission coefficient and
resolvent (on R) are defined as in the decaying case, this time without normalizing
(we could choose a nonzero element of N(z) for the normalization. The transmission
coefficient is then independent of this choice). Of course the entries of the resolvent
are now 1 periodic (since it is unique). There is also the resolvent for the periodic
Lax operator in the 1 periodic problem, which coincides (via natural identifications)
with the Lax operator on R. We can again express the transmission coefficient in
terms of the 2 regularized Fredholm determinant for the 1 periodic Lax operator.
The relations between transmission coefficients, resolvent and α, β and γ remain
the same. As a rule of thumb all constructions and formulas remain valid in the
periodic case, also in the next section, at least for | Im z| large.

4. Analytic properties of the Miura map and the map W

The Miura map will play a central role in our analysis. As we have seen, it
provides a connection between the KdV and the mKdV hierarchy. It also occurs in
the factorization of Schrödinger operators.

Definition 4.1. The Miura map M : L2
loc(R) → H−1

loc (R), v 7→ u is defined by
u = vx + v2.

The basic questions:



54 FRIEDRICH KLAUS, HERBERT KOCH, AND BAOPING LIU

(1) Can we characterize the range?
(2) If u is in the range, can we characterize the preimage?
(3) Are there interesting classes of functions resp. function spaces so that we

can obtain a complete understanding of the mapping properties?

are nontrivial and interesting. Formally

L := −∂2
x + u = (∂x + v)(−∂x + v)

iff u = M(v). Since

(4.1)

∫
(−∂2

xψ + uψ)ψdx = ‖(−∂x + v)ψ‖2L2

at least for ψ ∈ C2
c (R) we see that u can only be in the range of the Miura map

if L is positive semidefinite. Kappeler, Perry, Shubin and Topalov [31] have shown
that, if L is positive semidefinite in this sense, then u is in the range of the Miura
map, and the preimage is either a point, or homeomorphic to an interval.

If u = ∂xv + v2 ∈ H−1 then the spectrum contains [0,∞). Kappeler, Perry,
Shubin and Topalov characterized the range. Checking u = tδ0 one easily sees that
it is in the range if t ≥ 0 but not if t < 0, hence the range is not open. Given
u ∈ H−1(R), the Schrödinger operator is bounded from below and there exists τ0
depending on ‖u‖H−1 so that

−∂2
x + u+ τ2

0 : H1(R)→ H−1(R)

is positive definite, in the sense that the associated quadratic form is strictly pos-
itive. Let Im z > 0. If in addition u ∈ L1 there exist unique left and right Jost
solutions

(4.2) − ψ′′ + uψ = z2ψ

lim
x→−∞

eizxψl(x) = 1

lim
x→∞

e−izxψr(x) = 1.

If u ∈ H−1 and Im z = τ > 0 we write it as u = −2izv + v′ with

(4.3) ‖v‖L2 ≤ ‖u‖H−1
2τ
, ‖v‖L2 = ‖u‖H−1

2τ
if z = iτ.

We can replace the normalization by

lim
x→−∞

eizx−
∫ x
0
vdsψl(x) = 1

lim
x→∞

e−izx+
∫ x
0
vdsψr(x) = 1

(4.4)

which uniquely defines Jost solutions, see Lemma 4.4.
If z = iτ then ψl and ψr are real valued, and if in addition τ > τ0 then L + τ2

is positive definite and ψl and ψr are nonnegative (suppose ψl(x0) = 0 and ψl > 0
on (−∞, x0). Then we use χ(−∞,x0)ψl as test function and see

0 = 〈ψl, (−∂2 + u+ τ2)χ(−∞,x0)ψl〉,

and L+ τ2 would not be positive definite, a contradiction). Moreover

lim
x→∞

e−τx−
∫ x
0
vψl(x) > 0, lim

x→−∞
eτx+

∫ x
0
vψr(x) > 0.

Let Im z > 0 and w = ∂x logψl. A short calculation shows that

M(w − iz) = u− z2.
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Motivated by this calculation we define the modified Miura map

Mτ (w) = wx + w2 + 2τw

on L2(R). An inverse is given by

(4.5) {u ∈ H−1 : −∂2 + u+ τ2 is p.d.} 3 v → w =
d

dx
logψl − τ.

The modified Miura map

HN
τ 3 w → u = wx + 2τw + w2 ∈ HN−1

τ

for N ≥ 0 is related to a factorization

(4.6) − ∂2 + u+ τ2 = (∂ + w + τ)(−∂ + w + τ)

and, as a consequence −∂2 + u + τ2 is positive definite if u is in the range of the
Miura map and (4.1) obtains the form

(4.7) 〈(−∂2 + u+ τ2)φ, φ〉 = ‖(−∂ + w + τ)φ‖2L2 .

Let

(4.8) Uτ = {u ∈ H−1 : −∂2 + u+ τ2 > 0}.

The modified Miura map is an analytic diffeomorphism from HN to Uτ ∩ HN−1,
see Theorem 4.13, it relates (weak) solutions of the KdV hierarchy and the Gard-
ner hierarchy (see Theorem 3.16 for smooth solutions and Theorem 5.8 for weak
solutions) and precompactness, equicontinuity and tightness for u and w (see Sub-
section 6.3). The next key lemma characterizes the range of the Miura map in a
quantitative fashion.

Lemma 4.2. The quantities ‖w‖L2 , ‖wx + w2 + 2τw‖H−1
τ

and the ground state

energy of −∂2 + wx + w2 + 2τw + τ2 are related as follows:

(4.9) ‖wx + w2 + 2τw‖H−1
τ
≤ (2 + τ−1/2‖w‖L2)‖w‖L2 .

For all ψ ∈ H1

(4.10) 〈(−∂2 + wx + 2τw + w2 + τ2)ψ,ψ〉 ≥ τ2

4
e−

1
τ ‖w‖

2
L2 ‖ψ‖2L2 ,

Let w ∈ L2
loc and −τ2

1 be the infimum of the spectrum of −∂2 + wx + w2 + 2τw.
Then there exists an absolute constant C > 0 so that

(4.11) ‖w‖L2 ≤ C
(

1 + log(
τ

τ − τ1
)
)1/2

‖wx + 2τw + w2‖H−1
τ
.

We will prove Lemma 4.2 in Subsection 4.2
A central element for the diffeomorphism property is the study of the linear

equation

(4.12) φ→ Lwφ := φx + 2τφ+ 2wφ =: f.

The equation Lwφ = f can explicitly be solved by

φ(x) =

∫ x

−∞
exp

(
− 2τ(x− y)− 2

∫ x

y

wdt
)
f(y)dy.
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The two first order operators on the RHS of (4.6) can be inverted separately and
we can solve (−∂2 + u+ τ2)φ = f by

φ(x) = (−∂ + w + τ)−1(∂ + w + τ)−1f

=

∫ ∞
x

exp
(
− τ(t− x)−

∫ t

x

wds
)∫ t

−∞
exp

(
− τ(t− y)−

∫ t

y

wds′
)
f(y)dydt.

The Green’s function can be expressed explicitly by (3.15)

G(x, y) =

∫ ∞
max{y,x}

exp
(
τ(x+ y − 2t)− 2

∫ t

max{x,y}
wds−

∫ max{x,y}

min{x,y}
wds)

)
dt

and the diagonal Green’s function by

β(x) := G(x, x) =

∫ ∞
x

exp
(

2τ(x− t)− 2

∫ t

x

wds
)
dt = (−∂ + 2τ + 2w)−1(1),

resp. (3.16)
−β′ + 2τβ + 2wβ = 1.

We define the ’good variable’

(4.13) v :=
1

2τβ
− 1,

and using (3.16), we calculate

∂x log(1 + v) = −β
′

β
= 2τv − 2w,

and record the final simple formula

(4.14) 2τv − ∂x log(1 + v) = 2w.

We define for s > − 1
2

(4.15) Vs = {v ∈ Hs+1 : v > −1}.
Then

Vs 3 v → τv − 1

2
∂x log(1 + v) =: w ∈ Hs

is a diffeomorphism (see Theorem 4.13) which relates weak solutions to the Gardner
hierarchy to weak solution for the good variables of Theorem 3.12, and preserves
precompactness, tightness and equicontinuity (see Subsection 6.3).

Again linear first order equations resp. operators are central objects: The lin-
earization of (4.14) leads to

∂x(v/φ) + 2τv = f

as well as the equivalent formulation

∂xψ + 2τ(ψφ) = f.

Remark 4.3. As discussed above we can define

w(z) := ∂x log φl + iz

for Im z > 0 and either Re z 6= 0 or if Im z so large enough so that −∂2 +u−(Im z)2

is positive definite. We can even allow complex valued potentials u for which we
assume

‖e2iRe zzxu‖H−1
2 Im z

<
1

4
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Then, since
wx − 2izw + w2 = u,

by the triangle inequality and the Sobolev inequality∣∣∣‖e2iRe zxu‖H−1
2 Im z

− ‖w‖L2

∣∣∣ ≤ ‖e2iRe zxw2‖H−1
2 Im z

≤ (Im z)−1/2‖w2‖L1

= (Im z)−1/2‖w‖2L2

the modified complex Miura map defines a diffeomorphism

Mz : BL
2

1/4(0)→ U ⊂ H−1

with{
u ∈ H−1 : ‖e2izxw‖H−1

2 Im z
<

1

4

}
⊂ U ⊂

{
u ∈ H−1 : ‖e2izxw‖H−1

2 Im z
<

3

4

}
.

It is not difficult to obtain the analogous properties for higher regularity. However
the proof of last part of Lemma 4.2 below fails: Suppose z is not purely imaginary.
Then w = −iz(tanh(−izx − ζ) − 1) for ζ ∈ C satisfies wx − 2izw + w2 = 0. It is
not uniformly bounded on intervals of length 1 and Claim 2 below fails. We do not
know whether there is a bound of ‖w(z)‖L2 in terms of ‖u‖L2 and the distance of
z to the spectrum.

This section is organized as follows. In Subsection 4.1 we define Jost solutions,
in Subsetion 4.2 we prove Lemma 4.2. The diffeomorphism property is made more
precise and proven in Subsection 4.3. Finally we sketch the analogous statements
for the relation between the good variable hierarchy and the Gardner hierarchy in
Subsection 4.4.

4.1. Jost solutions. In this section we define Jost solutions and study some of
their properties.

Lemma 4.4. There exist unique solutions to (4.2) with the normalization (4.4).
The left and the right Jost solutions are linearly dependent iff z2 is an eigenvalue.

Proof. Using u = −2izv + vx we write

−∂2
x − 2izv + vx − z2 = (∂ − iz + v)(−∂ − iz + v)− v2.

Let
φ1 = eizx−

∫ x
0
vψ, φ2 = eizx−

∫ x
0
v(−∂ − iz + v)ψ.

Then

φ′ =

(
0 −1
v2 2iz − 2v

)
φ

which yields the fixed point identity

φ1(t) = 1−
∫ t

−∞
φ2(y)dy = 1−

∫
y<x<t

exp
(

2iz(x−y)−2

∫ x

y

v(s)ds
)
v2(y)φ1(y)dydx.

If ‖v‖L2(−∞,x0) is sufficiently small a contraction mapping argument gives existence
of a unique solution on (−∞, x0). Since smallness can be achieved by chosing x0,
and since we can solve the initial value problem we obtain a unique solution.

It is obvious that z2 is an eigenvalue if the left and the right Jost solutions are
linearly dependent. Suppose that the Jost solutions are linearly independent. We
show that then z2 is not an eigenvalue. Equation (4.2) is a second order ODE
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and its space of solutions has dimension 2. It suffices to prove that there exists a
solution which is unbounded on the right. There is an explicit formula in terms of
ψr,

ψ(x) = ψr(x)

∫ x

x0

(ψr(y))−2dy

where we choose x0 large so that ψr does not vanish on (x0,∞). �

It follows from the construction that both functions e−
1

2iz

∫ x
0
v dsψl resp. e

1
2iz

∫ x
0
v dsψr

depend analytically on z and u.

4.2. Proof of Lemma 4.2. Surjectivity of

L2 3 w → wx + 2τw + w2 := u ∈ {u ∈ H−1 : −∂2 + u+ τ2 > 0}

follows from Lemma 4.4. The inverse is given by w = ∂x logψl − 2τ . Before
beginning with the proof seriously we observe that

‖fx + τg‖H−1
τ
≤ ‖f‖L2 + ‖g‖L2

and by the Fourier transform

‖f‖L2 = ‖τf + fx‖H−1
τ
.

Given an open interval I we define H−1(I) as the equivalence classes of distributions
in H−1(R) defining the same distributions on I with the norm

‖f‖H−1
τ (I) = inf{‖f̃‖H−1

τ (R) : f = f̃ on I}.

We observe that

‖fx + τg‖H−1
τ (I) ≤ ‖f‖L2(I) + ‖g‖L2(I)

and every distribution in H−1(I) has a representation of this form,

‖f‖H−1
τ
≤ inf{‖g‖L2(I) + ‖h‖L2(I) : f = τg + hx}

and the right hand side is equivalent to ‖f‖(H1
τ,0(I))∗ . We fix an extension

H−1((−∞, 0]) 3 f → f̃ ∈ H−1(R)

so that f̃ is supported in (−∞, 1) and f̃ = f if f is supported in (−∞,−1) so that

‖f̃‖H−1(R) ≤ 2‖f‖H−1(−∞,0).

Given I = (a, b) with |I| = b − a ≥ 2 we use it to define an extension H−1(I) 3
f → f̃I ∈ H−1(R) with a uniformly bounded norm so that f̃I is supported in

(a − 1, b + 1), f̃ = f if supp f ⊂ (a + 1, b − 1) and ‖f̃‖L2 ≤ 2‖f‖L2 , with obvious
modifications if 2 > b− a ≥ 1. We write

f̃ = τg + ∂g

as above and hence f = τg + ∂g on (a, b). Then

(4.16) sup
I⊂(a,b):|I|=1

‖f‖H−1(I) ∼ sup
I⊂(a,b):|I|=1

‖g‖L2(I).

In the same fashion we define Sobolev spaces on open intervals.
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Proof of Lemma 4.2 . We begin with some preparations. Let w ∈ L2. Then

‖wx + 2τw + w2‖H−1
τ
≤ 2‖w‖L2 + ‖w2‖H−1

τ
.

By duality and the consequence of the fundamental theorem of calculus

‖f‖2L∞ ≤ ‖f‖L2‖f ′‖L2 ≤ τ−1‖f‖2H1
τ

we have

(4.17) ‖f‖H−1
τ
≤ τ−1/2‖f‖L1 .

Hence
‖w2‖H−1

τ
≤ τ−1/2‖w2‖L1 ≤ τ−1/2‖w‖2L2

which implies (4.9). To prove (4.10), we recall

(4.18) 〈(−∂2 + wx + 2τw + w2 + τ2)ψ,ψ〉 = ‖(−∂ + τ + w)ψ‖2L2

and we consider (compare (4.12))

(4.19) − ψx + τψ + wψ = f.

We represent the solution ψ by

(4.20) ψ(x) =

∫ ∞
x

exp
(
τ(x− y)−

∫ y

x

wdt
)
f(y)dy.

Denote the integral kernel by g(x, y) (where g(x, y) = 0 if y ≤ x) and estimate for
x ≤ y

(4.21) τ(x− y)−
∫ y

x

wdt ≤ τ(x− y) + |x− y|1/2‖w‖L2 ≤ 1

2
τ(x− y) +

1

2τ
‖w‖2L2 .

Then

max
{

sup
x

∫
exp(g(x, y))dy, sup

y

∫
exp(g(x, y))dx

}
≤ exp

( 1

2τ
‖w‖2L2

)2

τ

We bound the integral operator (4.20) using Schur’s lemma,

(4.22) ‖(−∂ + τ + w)−1‖L2→L2 ≤ 2

τ
exp

( 1

2τ
‖w‖2L2

)
.

Together with (4.18) we see that

(4.23) − ∂2 + wx + 2τw + w2 + τ2 − τ2

4
exp(−1

τ
‖w‖2L2)

is positive semi definite. This implies (4.10).

Let −τ2
1 the minimum of the spectrum of −∂2 +wx +w2 + 2τw. We claim that

there are absolute constants C and ε > 0 so that

(4.24)
τ − τ1
τ

≤ exp

(
C − ε

‖w‖2L2

‖wx + 2τw + w2‖2
H−1
τ

)
.

The estimate (4.11) is an immediate consequence.
We turn to the proof of (4.24) We will construct an approximate eigenfunction

φ so that

(4.25) ‖(−∂2
x + wx + (w + τ)2)φ‖L2 ≤ δ2τ2‖φ‖L2 ,

with

δ ≤ 1

2
exp

(
C − ε

‖w‖2L2

‖wx + 2τw + w2‖2
H−1
τ

)
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which implies (4.24).
Recall that with ψl the left Jost function of −∂2 +wx +w2 + 2τw + τ2 one has

w = ∂x logψl − τ . We choose a point y ∈ R, and η ∈ C∞, η(x) = 1 for x ≤ −1,
η(x) = 0 for x ≥ 1 and define

φ(x) = η(τ(x− y))ψl(x)

The main objective is to choose y so that δ above is small if ‖w‖L2 is large compared
to ‖u‖H−1

τ
. By scaling it suffices to consider τ = 1. The construction depends on

the following two claims.
Claim 1: There exists an absolute constant C > 1 so that for all −∞ ≤ a < b ≤
∞, if

(4.26) sup
x∈J=(a,b)

‖u‖H−1(x−1,x+1) ≤
1

1000

so that for every solution w to

wx + 2w + w2 = u

on (a− 1, b+ 1) there exists y ∈ R ∪ {±∞} so that

(4.27) ‖w − tanh(· − y) + 1‖L1(a,b) ≤ C + 500 sup
|I|=1,I⊂(a−1,b+1)

‖u‖H−1(I)(b− a)

and

(4.28) ‖w − tanh(· − y) + 1‖L2(a,b) ≤ C + 1000‖u‖H−1(a−1,b+1).

Here, by an abuse of notation, we denote tanh(· ±∞) = ±1.
Claim 2: There exists C > 0 so that if

wx + 2w + w2 = u

on (−2, 2), then

(4.29) ‖w‖L2(−1,1) ≤ C(1 + ‖u‖H−1(−2,2))

We postpone the proof of the claims and deduce (4.24) from the claims by con-
structing approximate eigenfunctions. On unit size intervals I where ‖u‖H−1(I) >

1
1000 , we apply the large data estimate (4.29) and obtain

‖w‖L2(I) ≤ c‖u‖H−1(Ĩ)

for some enlarged interval Ĩ. Let

A =
{
x ∈ R : there exists k ∈ Z with |x− k| < 3 and ‖u‖H−1(k−1,k+1) >

1

1000

}
.

Then A is an open set which can be written as union of of at most N = 4 ×
106‖u‖2H−1 disjoint open intervals A =

⋃
j Ij since by construction ‖u‖H−1(Ij) ≥

1
1000 . Moreover,

‖w‖2L2(A) ≤
1

2

∑
k∈A∩Z

‖w‖2L2(k−1,k+1)

≤ c
∑

k∈A∩Z
(1 + ‖u‖2H−1(k−2,k+2))

≤ c̃
∑

k∈A∩Z
‖u‖2H−1(k−2,k+2)
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where the last inequality holds since for every integer k ∈ A there is a k′ with
|k − k′| < 3 so that the norm of u is large. By the same reason we may drop the
first and the last terms in the summation so that

‖w‖2L2(A) ≤ C
∑

k:(k−2,k+2)∈A

‖u‖2H−1(k−2,k+2) ≤ C̃‖u‖
2
H−1(A).

If J = (a− 1, b+ 1) is an interval satisfying (4.26) then by Claim 1 there exists
y such that

(4.30) ‖w − (tanh(x− y)− 1)‖L2((a,b)) ≤ c(1 + ‖u‖H−1((a−1,b+1)))

hence

(4.31) ‖w‖L2((a,b)) ≤ c(1 + ‖u‖H−1((a−1,b+1))) + 2
√

(min{y, b} − a)+

which gives a bound on the length of the interval [a, y] where w ∼ −2. Note that
in the case a = −∞ (4.30) holds with y = −∞ and (4.31) holds without the second
term on the right-hand side.

By construction R = A ∪
⋃
j Jj where Jj are the disjoint intervals decomposing

the complement of R\A which satisfy (4.26) and hence (4.30) for some y = yj .
We square and sum the estimate over A and the intervals. The sum of the H−1

norms on the right hand sides is bounded by C‖u‖H−1 since each constant from
Claim 1 comes in a pair with a large H−1 norm from Claim 2. Thus

(4.32) ‖w‖2L2 ≤ c‖u‖2H−1 + 8
∑
j

(
min{yj , bj} − aj

)
+
.

Now either

‖w‖2L2 ≤ c‖u‖2H−1

which immediately implies (4.24) and (4.11), or at least for one j,

(4.33) (min{yj , bj} − aj)+ ≥
1

8× 106 × ‖u‖2H−1

(
‖w‖2L2 − c‖u‖2H−1

)
.

We fix this j in the sequel.
Write J = (a, b) and without loss of generality assume a < y < b, otherwise we

still get (4.24) immediately. Then y − a is bounded from below by (4.33). With
η = 1 on (−∞,−1) supported in (−∞, 1) and η′ ∈ C∞c nonnegative we define
φ(x) = η(x− (y − 2))ψl(x). We want to estimate

‖(−∂2 + u+ 1)(ηψl)‖L2(R) = ‖ − η′′ψl − 2η′ψ′l‖L2

≤ c‖ψl‖L2(y−3,y−1)

≤ C exp
(
−

‖w‖2L2

16× 106 × ‖u‖2H−1

)
‖ψl‖L2(a,a+1)

≤ C exp
(
−

‖w‖2L2

16× 106 × ‖u‖2H−1

)
‖ηψl‖L2(R).

(4.34)

The first inequality is an energy inequality for ψl on a slightly larger interval.
Indeed, since ψl solves the Schrödinger equation, it satisfies

−(η′)2ψψ′′ + (η′)2ψ2 = −u(η′)2ψ2,

and hence

‖(η′ψ)′‖2L2 + ‖η′ψ‖2L2 ≤ ‖η′′ψ‖2L2 + c‖u‖H−1(y−3,y−1)‖η′ψ‖2H1
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Using smallness of ‖u‖H−1 on J , shows the first estimate of (4.34).
For the second inequality, if a ≤ x ≤ y − 2 (which we may assume without loss

of generality), we use (4.28)

ψl(x)

ψl(a)
= exp

(∫ x

a

(w(s) + 1)ds

)
= exp

(∫ x

a

w(s)− tanh(s− y) + 1 ds− (x− a) +

∫ x

a

tanh(s− y) + 1 ds

)
≤ exp(‖w − tanh(.− y) + 1‖L1(a,x) − (x− a))

≤ exp(C + (500 sup
|I|=1,I⊂J

‖u‖H−1(I) − 1)(x− a)).

Here we used again that ‖u‖H−1 is small on J . Together with (4.33), this gives the
second inequality of (4.34).

This completes the proof of Lemma 4.2 and it remains to prove the two claims.
Claim 1 relies on Claim 2 which we prove first.
Proof of Claim 2: Large data. We may replace u by (an abuse of notation)
u+ vx with u, v ∈ L2(I) with

‖u‖L2(−2,2) + ‖v‖L2(−2,2) ≤ 2‖u+ vx‖H−1((−2,2)).

Suppose that

(4.35) wx + 2w + w2 = vx + u on (−2, 2).

We claim

(4.36) ‖w‖L2(−1,1) ≤ c
(

1 + ‖v‖L2(−2,2) + ‖u‖L2(−2,2)

)
.

which implies

‖w‖L2(−1,1) ≤ c
(

1 + ‖vx + u‖H−1(−2,2)

)
.

We prove (4.36) with several reductions. The function w1 = w + 1 satisfies

∂xw1 + w2
1 = vx + u+ 1

and, including 1 into u it suffices to prove the bound (4.36) for solutions to

(4.37) wx + w2 = vx + u.

which we consider from now on. Since

‖w‖L2(−1,1) ≤ ‖w+‖L2(−1,1) + ‖w−‖L2(−1,1)

it suffices to prove the following estimate for the positive part w+ of w1

(4.38) ‖w+‖L2(0,1) ≤ c
(

1 + ‖v‖L2(−1,1) + ‖u‖L2(−1,1)

)
.

We apply this and the corresponding shifted estimate on (−2, 0). The argument
for w− being similar by reversing the x direction. In this way (4.38) implies

‖w‖L2(−1,1) ≤ ‖w+‖L2(−1,1) + ‖w−‖L2(−1,1) ≤ c
(

1 + ‖v‖L2(−2,2) + ‖u‖L2(−2,2)

)
.

We prove the estimate first on smaller intervals, and then deduce (4.38) from
the estimates on the smaller intervals. Assume that 0 < R ≤ 1 and (−R,R) is an
interval so that

(4.39) ‖v‖L2(−R,R) ≤ (2R)−1/2
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so that ‖v‖L1(−R,R) ≤ 1 The Ansatz w1 = v + w2 leads to

∂xw2 + w2
2 + 2vw2 = u− v2

and w3 = exp
(
− 2

∫ x
0
v
)
w2 satisfies

∂xw3 + exp
(

2

∫ x

0

v
)
w2

3 = e−2
∫ x
0
v(u− v2).

We set

w4 = w3 −
∫ x

0

exp
(
− 2

∫ y

0

v
)

(u(y)− v2(y))dy

which satisfies with κ = e2(‖u‖L1(−R,R) + ‖v‖2L2(−R,R))

∂xw4 + e−2(|w4| − κ)2
+ ≤ 0.

Thus w4 cannot have a inner local maximum larger than κ or a inner local minimum
less than −κ. If J is an interval were w4 ≥ max(2κ, 4e2/R) then

∂xw4 ≤ −
1

4e2
w2

4.

Comparison with the general solution to the equation

ŵ =
4e2

x− c
shows that the length of the interval is at most R. As a consequence, arguing by
contradiction,

w4 ≤ max
{

2κ,
4e2

R

}
= max

{
2e2(‖u‖L1(−R,R) + ‖v‖2L2(−R,R)),

4e2

R

}
on (0, R)

and, by reversing the sign and the x direction

w4 ≥ −max
{

2e2(‖u‖L1(−R,R) + ‖v‖2L2(−R,R)),
4e2

R

}
on (−R, 0).

Retracing the construction we see (and taking into account (4.39))

(4.40) ‖w‖L2(0,R) . R
−1/2 +R‖u‖L2(−R,R) + ‖v‖L2(−R,R).

We want to show (4.38). If ‖v‖L2 . 1 we choose R = 1 and obtain (4.38).
Otherwise we choose 0 < x1 < 1 so that ‖v‖L2(−x1,x1) = (2R1)−1/2, R1 = x1 and
obtain

‖w+‖L2(0,x1) . R1‖u‖L2(−x1,x1) + ‖v‖L2(−x1,x1).

We choose recursively the points

x0 < x1 < · · · < xN < 1 ≤ xN+1

with x0 = −x1. We will prove

(4.41) ‖w+‖L2(xj−1,xj) ≤ c
(
‖v‖L2(xj−2,xj) + ‖u‖L2(xj−2,xj)

)
and obtain (4.38) by squareing (4.41) and adding over j. We choose the points so

that with Rj =
xj−xj−1

2

(4.42) 2Rj‖v‖2L2(xj−1,xj)
= 1

or Rj = 1
2 . This latter case is easier and we assume the identity (4.42) . Then

‖w+‖L2(
xj−1+xj

2 ,xj)
. ‖u‖L2(xj−1,xj) + ‖v‖L2(xj−1,xj).
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The estimate on the left half of the intervals (xj−1, xj−1 +Rj) is more delicate and
we distinguish the cases Rj ≤ Rj−1 and Rj ≥ Rj−1. To simplify the notation we
consider j = 1 and assume first that R2 ≤ R1. Then, by the same argument as
above (with slightly worse constants)

‖w+‖L2(x1,x1+R1) . ‖u‖L2(0,x1+R1) + ‖v‖L2(x0,x2).

Now assume that R2 > R1. As above we estimate on (0, 2x1) and on (x1, 3x1)
together

‖w+‖L2(x1,3x1) ≤ c
(
R
− 1

2
1 +R1‖u‖L2(0,3x1) + ‖v‖L2(0,3x1)

)
with slightly worse constant due to using the same terms several times. We repeat
the argument and, as long as (2j+1 − 1)x1 ≤ x1 + R2, we control w+ on ((2j −
1)x1, (2

j+1 − 1)x1) by repeating the argument on ((2j−1 − 1)x1, (3 × 2j−1 − 1)x1)
and ((3× 2j−1 − 1)x1), (2j+1 − 1)x1) and get

‖w+‖L2((2j−1)x1,(2j+1−1)x1) ≤ c
(
(2j−1R1)−

1
2 + 2j−1R1‖u‖L2((2j−1−1)x1,(2j+1−1)x1)

+ ‖v‖L2((2j−1−1)x1,(2j+1−1)x1)

)
.

Let J be the maximal natural number so that (2J+1 − 1)x1 ≤ x1 + R2, and, to
simplify the notation assume that we have equality. Then

‖w+‖2L2(x1,x2) =

J∑
j=1

‖w+‖2L2((2j−1)x1,(2j+1−1)x1) + ‖w+‖2L2(x1+R2,x2)

. R−1
1 +R2

2‖u‖2L2(0,x2) + ‖v‖2L2(0,x2)

We can repeat the process to get the general estimate

‖w+‖2L2(xj ,xj+1) .
j+1∑
k=j

(
R−1
k +R2

k‖u‖2L2(xk,xk+1) + ‖v‖2L2(xk,xk+1)

)
.(4.43)

Notice that at most one Rj = 1
2 , and while Rj <

1
2 , (2Rj)

−1 = ‖v‖2L2(xj−1,xj)
. We

arrive at (4.41) using Rk < 1 and can sum up the estimate to obtain

‖w+‖L2(0,1) ≤ c(1 + ‖u+ vx‖H−1(−1,2)).

The reason we get the estimate on (−1, 2) is that we could have xN+1 > 1.
Proof of Claim 1: Small data. Again we replace u by u+ vx with

‖u‖L2(a−1,b+1) + ‖v‖L2(a−1,b+1) ≤ 2‖u+ vx‖H−1(a−1,b+1)

and

sup
I⊂(a−1,b+1),|I|=2

‖u‖L2(I) + ‖v‖L2(I ≤ 2 sup
I⊂(a−1,b+1),|I|=2

‖u+ vx‖H−1(I)

It is useful to consider the more symmetric formulation with ω = w + 1− v which
satisfies

(4.44) ωx + ω2 + 2vω − 1 = u− v2, on I = (a− 1, b+ 1)

and we recall that we may restrict to τ = 1. If vx+u = 0 it can be solved explicitly
and the set of all global solutions are given by

ω = tanh(x− y)
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or ω = ±1. Suppose that ω(y) = 0 for a point y ∈ I and let ω̇(x) = ω(x)−tanh(x−
y). It satisfies

∂xω̇ + (ω̇ + 2 tanh +2v)ω̇ = u− v2 − 2v tanh

hence, if x > y (the argument for x < y being similar)

ω̇(x) =

∫ x

y

exp
(∫ x

s

−2 tanh(σ−y)−2v(σ)−ω̇(σ))dσ
)

(u(s)−v2(s)−2v(s) tanh(s−y))ds

Suppose that ‖ω̇‖L∞(y,x) <
1
2 and

‖v‖L2(I) + ‖u‖L2(I) <
1

1000

on unit sized intervals I ⊂ (a, b). Then∫ x

s

−2 tanh(σ − y)− 2v(σ)− ω̇(σ))dσ ≤ 3− |x− s|,

hence, by (4.26)

|ω̇(x)| ≤ e3
∞∑
k=0

e−k
(
‖u‖L2((x−k−1,x−k)∩(a,b)) + 3‖v‖L2((x−k−1,x−k)∩(a,b)

)
≤ 8e3

1000

1

4
.

By a continuity argument

‖ω̇‖L∞(a,b) ≤
1

4
and

|ω̇(x)| ≤ c sup
I⊂(a,b),|I|=1

(‖u‖L2(I) + ‖v‖L2(I))

and again by using the L∞ bound in the exponential

‖ω̇‖L∞(x,x+1) ≤ e4
∞∑
k=0

e−k
(
‖u‖L2((x−k−1,x−k)∩(a,b)) + 3‖v‖L2((x−k−1,x−k)∩(a,b)

)
,

we estimate the L2 norm of ω̇ on the unit size interval by the L∞ norm and apply
Schur’s lemma to arrive at

‖w − tanh(x− y)‖L2(a,b) ≤ ‖v‖L2(a,b) + ‖ω̇‖L2(a,b) ≤ 8e4(‖v‖L2(a,b) + ‖u‖L2(a,b)).

The two estimates (4.27) and (4.28) are an immediate consequence. We can easily
adapt the argument to the case when |ω(y)| ≤ 1

2 at one point. Suppose that

ω ≥ 1
2 on (a − 1, b + 1), the case ω ≤ −1

2 being similar. By Claim 2 ‖ω‖L2(I) ≤
‖w‖L2(I) + 1 ≤ C on unit sized intervals in (a, b). Since ω satisfies equation (4.44)

1

2
≤ ω ≤ C on (a, b)

for some universal constant C and hence

−1

2
≤ w − v ≤ C on (a, b).

Let ω̇ = w − v. Then

∂xω̇ + ω̇2 + 2ω̇ + 2vω̇ = u− v2

and

ω̇(x) = exp
(
−
∫ x

a

2 + ω̇ + 2vds
)
ω̇(a) +

∫ x

a

exp
(
−
∫ x

s

2 + ω̇ + 2vdσ
)

(u+ v2)ds
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Since supI ‖v‖L2(I) ≤ 1
1000∫ x

a

2 + ω̇ + 2vds ≥ (x− a)− 1

500

and, with a small modification of the previous argument for a ≤ x ≤ b

ω̇(x) ≤ 2Ce−(x−a) + 500 sup
I

(
‖u‖L2(I) + ‖v‖L2(I)

)
and

‖ω̇‖L2(a,b) ≤ C + 500‖u+ vx‖H−1(a−1,b+1).

Again (4.27) and (4.28) are an immediate consequence. �

4.3. The diffeomorphism w → u. Properties of the modified Miura map are
collected in the next proposition. All constants will depend on τ−1‖w‖2L2 which by

Lemma 4.2 is equivalent to having them depend on τ−1/2‖u‖H−1
τ

and the norm of

(τ−2(−∂2 + u) + 1)−1 as operator on L2. For simplicity we write c(τ−1/2‖w‖L2).
Given τ we call a subset QU ∈ H−1

τ bounded if there exists C and δ so that

τ−1/2‖u‖H−1
τ
≤ C

and

‖ − φxx + (u+ τ2)φ‖L2 ≥ (δτ)2‖φ‖L2 .

By Lemma 4.2 a set QW ⊂ L2 is bounded if and only if

QU = {wx + 2τw + w2 : w ∈ QW }

is bounded. We will use this notation and the notions below. To cover later needs
we formulate the next result in larger generality than needed as this point. Let
Wn,p
τ be the standard Sobolev space if N ≥ 0 equipped with the norm

‖f‖p
WN,p
τ

=

N∑
j=0

τp(N−n)‖f (j)‖pLp

with obvious modifications if p =∞. If N = −1 we define

‖f‖p
W−1,p
τ (I)

= inf
{
‖g‖pLp + ‖h‖pLp : f = gx + τh

}
.

Definition 4.5. We say that a nonnegative function γ ∈ C∞(R) is slowly varying
of rate α if

|γ′| ≤ αγ

and if for every k there exists ck so that

|γ(k)(x)| ≤ ckαkγ(x).

Typically examples are γ = eα(x−x0), cosh(α(x− x0)) and sech(α(x− x0)).
The following lemma provides an alternative description of a weighted version

of W−1,p.
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Lemma 4.6. Let γ be slowly varying of rate τ/2. Let γg ∈W−1,p
τ . There exists a

unique solution f with γf ∈ Lp to

f ′ + τf = g

which satisfies
2

5
‖γg‖W−1,p

τ
≤ ‖γf‖Lp ≤ 4‖γg‖W−1,p

τ
.

Proof. First

(4.45) γg = τγf − γ′

γ
(γf) + (γf)′

and

‖γg‖W−1,p
τ
≤ 5

2
‖γf‖Lp .

We decompose according to the definition γg = τg0 + g′1 and rewrite the equation
above as

(γf)′ + (τ − γ′

γ
)(γf) = τg0 + g′1.

Then

γf(x) = γ(x)

∫ x

−∞
exp(−τ(x− y))γ−1(y)(τg0 + g′1)dy

= τγ(x)

∫ x

−∞
exp(−τ(x− y))γ−1(y)g0dy

− γ(x)

∫ x

−∞
exp(−τ(x− y))γ−1(y)

(
τ +

γ′

γ

)
g1dy + g1.

and by Young’s inequality

‖γf‖Lp ≤ 2‖g0‖Lp + 4‖g1‖Lp .

Indeed, by using Lipschitz continuity of log(γ(x)),∫ x

−∞
e−τ(x−y) γ(x)

γ(y)
|h(y)| dy ≤

∫ x

−∞
e−

τ
2 (x−y)|h(y)| dy,

which is estimated in Lp using Young’s inequality. �

Definition 4.7. A subset Q ⊂ HN (R) is equicontinuous if and only if

(4.46) lim
h→0

sup
w∈Q
‖w(·+ h)− w‖HN → 0.

A subset Q ⊂ HN (R) is called tight, if for every ε > 0 there exists R so that

(4.47) sup
w∈Q
‖w‖HN (R\[−R,R]) < ε.

A subset Q is precompact if it is tight and equicontinuous.

We collect the analytic properties of the modified Miura map in the following
proposition.

Proposition 4.8. Let τ ≥ 1 and γ slowly varying of rate τ/2. The implicit con-
stants in the sequel are independent of τ but they depend on constants in Definition
4.5
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(1) Let u = wx + 2τw + w2 and N ≥ 0. Then following estimates hold:

‖γu‖HN−1
τ

≤ c(τ−1/2‖w‖L2)‖γw‖HNτ
‖γw‖HNτ ≤ c

(
τ−1/2‖w‖L2

)
‖γu‖HN−1

τ
.

(4.48)

(2) The map

Θ : HN
τ (R) 3 w → wx + 2τw + w2 ∈ {u ∈ HN−1

τ : −∂2 + u+ τ2 p.d.}

is a diffeomorphism with all (including higher) Fréchet derivatives of Θ and

Θ−1 bounded by a constant depending only on τ−N−
1
2 ‖w‖HNτ .

(3) Let QW ⊂ L2 be a bounded subset and QU its image under the modified
Miura map. Then QU ⊂ H−1

τ is equicontinuous if and only QW ⊂ L2 is
equicontinuous. A set QU ⊂ H−1 is equicontinuous if and only for every
ε > 0 there exists τ1 so that for w ∈ L2 with

wx + 2τ1w + w2 ∈ QU
we have ‖w‖L2 < ε.

(4) Suppose that QW ⊂ L2 is bounded. Then QU ⊂ H−1
τ is tight if and only if

QW ⊂ L2 is tight.
(5) Suppose that QW ⊂ L2 is bounded. Then QU ⊂ H−1

τ is precompact if and
only if QW ⊂ L2 is precompact.

Proof. We consider the linear equation

Lwψ := ψx + 2τψ + 2wψ = f

in considerable detail.

Lemma 4.9. Let γ be slowly varying of rate τ , let n ≥ 0, w ∈ L2 and γw ∈ Hn.
Then

(4.49) ‖γLwψ‖Hn−1
τ
≤ c(1 + τ−1/2‖w‖L2)‖γψ‖Hnτ + cτ−1/2‖ψ‖L2‖γw‖Hnτ ,

(4.50) ‖γψ‖Hnτ ≤ cn exp(2τ−1‖w‖2L2)
(
‖γLwψ‖Hn−1

τ
+ τ−1/2‖γw‖Hnτ ‖Lwψ‖H−1

τ

)
and

(4.51) ‖γψ‖Hnτ ≤ cn exp(2τ−1‖w‖2L2)
(
‖γLwψ‖Hn−1

τ
+ τ−1/2‖w‖Hnτ ‖γLwψ‖H−1

τ

)
.

Proof. We begin with the case n = 0 and estimate

‖γLwψ‖H−1
τ
≤ 2‖γψ‖L2 + τ−1/2‖γwψ‖L1 + τ−1‖γ′ψ‖L2

≤ (3 + τ−1/2‖w‖L2)‖γψ‖L2

where we used (4.17) and Lemma 4.6. To bound the inverse we consider the repre-
sentation (4.20)

ψ(x) =

∫ x

−∞
exp

(
− 2τ(x− y)− 2

∫ x

y

wdt
)
f(y)dy,

and write the integral kernel as exp(g(x, y)) where as in (4.21) g(x, y) ≤ −τ(x −
y) + 1

τ ‖w‖
2
L2 . We again bound

(4.52) ‖γ(Lw)−1γ−1‖L2→L2 ≤ 1

τ
exp

(
τ−1‖w‖2L2

)
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using Schur’s lemma and the obvious estimates

max
{

sup
x
γ(x)

∫ x

−∞
γ(y)−1 exp

(
− 2τ(x− y)− 2

∫ x

y

wdt
)
dy,

sup
y
γ−1(y)

∫ ∞
y

γ(x) exp
(
− 2τ(x− y)− 2

∫ x

y

wdt
)
dx
}

≤ 1

τ
exp

(1

τ
‖w‖2L2

)
We next bound ‖γL−1

w γ−1‖H−1
τ →L2 and write using Lemma 4.6 with 2τ instead of

τ

ψ′ + 2τψ + 2wψ = 2τf + f ′

so that φ = ψ − f satisfies

φ′ + 2τφ+ 2wφ = −2wf

and using (4.52),

‖γφ‖L2 ≤ c exp
(
τ−1‖w‖2L2

)(
1 + τ−1/2‖w‖L2

)
‖γf‖L2 .

Before we turn to n > 1 we collect calculus type estimates in Sobolev spaces.

Lemma 4.10. Let γ be slowly τ/2 varying. The following estimates hold:

(4.53) ‖γfg‖Hnτ ≤ cn
(
‖γf‖Wn,∞

τ
‖g‖L2 + ‖f‖L2‖γg‖Wn,∞

τ

)
(4.54) ‖γf‖Wn,∞

τ
≤ ‖γf‖

1
2

Hnτ
‖γf‖

1
2

Hn+1
τ
≤ cτ−1/2‖γf‖Hn+1

τ
.

Proof. (4.53) simply follows from the Leibniz rule if γ = 1:

‖fg‖Hnτ .
n∑
j=0

τn−j‖(fg)(j)‖L2 .
n∑
j=0

τn−j
(
‖f (j)g‖L2 + ‖fg(j)‖L2

)
.

n∑
j=0

τn−j
(
‖f (j)‖L∞‖g‖L2 + ‖f‖L2‖g(j)‖L∞

)
.‖f‖Wn,∞

τ
‖g‖L2 + ‖f‖L2‖g‖Wn,∞

τ

(4.54) is a consequence of the following estimate for γ = 1

‖f‖L∞ ≤ ‖f‖
1
2

L2‖f ′‖
1
2

L2 .

The case of general γ follows from

‖f‖p
Wn,p
γ
∼
∑
k∈Z
‖f‖pWn,p(τ(k−1),τ(k+1))

and

‖γf‖Wn,p
τ (τ(k−1),τ(k+1)) ∼ γ(τk)‖f‖Wn,p

τ (τ(k−1),τ(k+1)).

�

Let n ≥ 1. Inequalities (4.53) and (4.54) immediately give the forward estimate
(4.49):

‖γ∂ψ‖Hn−1
τ
≤ C‖γw‖Hnτ

2τ‖γψ‖Hn−1
τ
≤ 2‖γψ‖Hnτ
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where the first estimate follows by commuting the derivative with γ and estimating
lower order terms, and

‖γwψ‖Hn−1
τ
≤ cn

(
‖γw‖Wn−1,∞‖ψ‖L2 + ‖w‖L2‖γψ‖Wn−1,∞

)
. τ−1/2‖γw‖Hn‖ψ‖L2 + τ−1/2‖w‖L2‖γψ‖Hnτ

To prove (4.50) consider

ψ′ + 2τψ + 2wψ = f.

The case n = 0 has been proven above. Then, taking n − 1 derivatives of the
equation, and using (4.53)

‖γψ(n)‖L2 ≤ 2τ‖γψ(n−1)‖L2 + ‖γf (n−1)‖L2 + c‖γwψ‖Hn−1
τ

.

By Lemma 4.10 and Young’s inequality

‖γwψ‖Hn−1
τ
≤ τ−1/2‖ψ‖L2‖γw‖Hnτ + ‖w‖L2

(
‖γψ‖Hn−1

τ
‖γψ‖Hnτ

)1/2
≤ τ−1/2‖ψ‖L2‖γw‖Hnτ + 2c‖w‖2L2‖γψ‖Hn−1

τ
+

1

2c
‖γψ‖Hnτ .

We subtract 1
2‖γψ‖Hnτ from the combined estimate and iterate. Altogether,

‖γψ‖Hnτ . ‖γf‖Hn−1
τ

+ τn
(
1 + τ−1/2‖w‖L2

)2n‖γψ‖L2

Togehter with the L2 bounds above this implies (4.50). The estimate (4.51) follows
by a small obvious modification of the estimates. �

We return to the proof of (4.48) with N ≥ 1. We recall

Lw
2
w = wx + 2τw + w2 = u

and (4.49) implies the first inequality of (4.48). For the second inequality (4.50)
we observe

‖γw‖HNτ ≤ ‖∂x(γw) + 2τγw‖HN−1
τ

≤ ‖γ(∂xw + 2τw)‖Hn−1
τ

+ ‖γ′w‖Hn−1
τ

≤ ‖γu‖HN−1
τ

+ ‖γw2‖HN−1
τ

+ cnτ‖γw‖Hn−1
τ

≤ ‖γu‖HN−1
τ

+ cn‖w‖L2

(
‖γw‖HN−1

τ
‖γw‖HNτ

)1/2

+ cnτ‖γw‖Hn−1
τ

≤ ‖γu‖HN−1
τ

+ c2n‖w‖2L2‖γw‖HN−1
τ

+
1

4
‖γw‖HNτ + cnτ‖γw‖Hn−1

τ

and we complete the argument in the same fashion as for the linear estimate.
To see injectivity we consider for j = 1, 2

∂wj + 2τwj + w2
j = uj

hence with w = w2 − w1

∂w + 2τw + (w1 + w2)w = u2 − u1

and (4.50) provides a bound

‖w2 − w1‖L2 ≤ c exp(τ−1(‖w1‖2L2 + ‖w2‖2L2)‖u2 − u1‖H−1
τ
.

Moreover (4.50) provides an estimate for the Lipschitz norm of the inverse restricted
to bounded sets corresponding to w in a ball in L2. Fréchet differentiability of
the inverse is immediate and its differential is given by the inverse of Lw. The
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inverse function theorem gives Fréchet smoothness of the inverse and bounds can
be obtained from differentiating (Lw)−1 as in multivariate calculus.

The range of Ξ is HN−1
τ ∩{−∂2 +u+τ2 > 0}. Indeed, one inclusion follows from

(4.10). For the other inclusion note that if u ∈ H−1 with −∂2 + u + τ2 > 0, we
can define w via its Jost function as w = ∂x logψ − τ . By positivity of ∂2 + u+ τ2

and with the notation as in (4.11), τ2 − τ2
1 > 0, and hence w ∈ L2. w ∈ HN

τ then
follows from (4.48).

We turn to the proof of Proposition 4.8 (3). The maps Ξ and (Ξ)−1 are uniformly
Lipschitz on bounded sets satisfying the equivalent conditions in Lemma 4.2, hence
Qu in (3) is equicontinuous iff Qv is equicontinuous.

It is easily seen that condition (4.46) for N = 0 implies tightness in the Fourier
space, more precisely Q ⊂ H−1 is equicontinuous if and only if for every ε > 0
there exists R so that

sup
f∈Q
‖|ξ|−1f̂‖L2(R\(−R,R)) < ε

which is equivalent to the existence of τ0 so that

sup
f∈Q,τ≥τ0

‖f‖H−1
τ

< ε.

For details we refer to [39].
Together with Lemma 4.2 and Proposition 4.8 (4.48) with N = 0 we see that

equicontinuity is equivalent to the L2 norm of preimages of the modified Miura
map with parameter τ1 being small for τ1 large, which is the second part of the
equicontinuity claim of Proposition 4.8 (3).

To prove equivalence of tightness we use the following equivalent characteriza-
tion.

Lemma 4.11. A set Q ⊂ Hs is bounded and tight if and only if for all α > 0 there
exists an α-slowly varying function η ≥ 1 with limx→±∞ η(x) =∞ so that

sup
w∈Q
‖ηw‖Hs <∞.

Proof. Let

αn = sup
w∈Q
‖w‖Hs(R\[−2n,2n]).

A bounded set Q is tight if and only if αn → 0. Choose nk ≥ k so that αnk ≤
exp−2αk. It is not hard to define an α- slowly varying function η ≥ 1, monotone in
radial direction, so that

η(±2nk) = exp(αk).

Then

sup
w∈Q
‖ηw‖L2 <∞.

�

We turn to the proof of Proposition (4.8) (4). Suppose that Qw ∈ L2 is bounded
and tight. Then, if γ is slowly varying with rate τ/2 than by Proposition 4.8 (1)

‖γ(∂xw + 2τw + w2)‖H−1
τ
∼ ‖γw‖L2

with implicit constants depending on τ−1/2‖w‖L2 . Finally Proposition 4.8 (5) fol-
lows from Proposition 4.8 (3) and (4). �
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Let 1 ≤ τ < Im z. The map

L2 3 w → w(z) ∈ L2

defined by inverting the Miura map resp. solving the equation on the left via the
left Jost function

w′(z)− 2izw(z) + w2(z) = w′ + 2τw − w2

which will be useful at several points.

Theorem 4.12. Let 1 ≤ τ < τ1, N ∈ N and γ be slowly τ/2 varying. Then∥∥∥γ δ

δw

∫
w2(iτ1, x)dx

∥∥∥
HN
≤ c(‖w‖L2)‖γw‖HN

and the Lipschitz constant of the variational derivative is bounded by∥∥∥γ( δ

δw

∫
w2(iτ1, x;w)dx(w1)− δ

δw

∫
w2(iτ1, x;w)dx(w2)

)∥∥∥
HN

≤ c(‖w1‖L2 , ‖w2‖L2)
(
‖γ(w2 − w1)‖HN + ‖w2 − w1‖L2(‖γw2‖HN + ‖γw1‖HN )

)
.

Proof. We first compute the variational derivative. Let φ be a test function. Then∫
δ

δw
‖w2(iτ1)‖2L2φdy = 2

∫
(−∂ + 2τ + 2w)(−∂ + 2τ1 + 2w(iτ1))−1w(iτ)φdx.

The first estimate is a consequence of (4.48). Moreover

u2 − u1 = w′2 + 2τw2 + w2
2 − (w′1 + 2τw1 + w2

1)

= ∂(w2 − w1) + 2τ(w2 − w1) + (w2 + w1)(w2 − w1)

= ∂(w2(iτ1)− w1(iτ1) + 2τ1(w2(iτ1)− w1(iτ1)

+ (w2(iτ1) + w1(iτ1))(w2(iτ1)− w1(iτ1))

and estimate follows by the linear estimates by Lemma 4.9 , (4.49) and (4.50). �

4.4. The good variable hierarchy. The map

v → τv − vx
2(1 + v)

is a diffeomorphism between subsets of Banach spaces. It relates the good variable
hierarchy and the Gardner hierarchy in a very similar fashion as the modified Miura
map related the Gardner hierarchy and the KdV hierarchy. The results in this
section complement the previous results. Proofs are similar, technical but to a
large extend standard, which was different for Lemma 4.2. We only provide part of
the proofs here which we consider nonstandard. The following theorem describes
properties of this map.

Theorem 4.13. (1) If s > − 1
2 , Qv ⊂ {v ∈ Hs+1 : v > −1}, Qw = {τv −

1
2∂ log(1 + v)} ⊂ Hs the following is equivalent
• There exists r so that ‖w‖Hsτ ≤ r for all w ∈ Qw.
• There exists R and δ > 0 so that 1 + v ≥ δ and ‖v‖Hs+1

τ
≤ R

(2) Let s ≥ −1. Then following estimates hold for 0 < ε ≤ 1

‖γw‖Hsτ ≤ c
(
‖v‖L∞ , ‖(1 + v)−1‖L∞

)
‖γw‖Hs+1

τ

‖γv‖Hs+1 ≤ c(‖w‖
H
− 1

2
+ε

τ

)‖γw‖Hsτ .
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(3) Let s > − 1
2 . The map

Θv : {v ∈ Hs+1
τ (R) : v > −1} 3 v → τv − 1

2
∂ log(1 + v) ∈ Hs

τ (R)

is a diffeomorphism with all (including higher) Fréchet derivatives of Θ and
Θ−1 bounded by a constant depending on τ−s‖v‖Hsτ and inf v + 1.

(4) Suppose that s > − 1
2 and that the equivalent conditions of 1 hold. Then

Qw ⊂ Hs
τ is equicontinuous if and only if Qv ⊂ Hs+1

τ is equicontinuous.
(5) Suppose that the equivalent condition of (1) hold, then Qw is tight in Hs

τ

if and only if Qv is tight in Hs+1
τ .

(6) Suppose that the equivalent condition of (1) hold. Then Qw ⊂ Hs
τ is pre-

compact if and only if Qv ∈ Hs+1
τ is precompact.

4.4.1. Proof of Theorem 4.13.

Proof. We study the map

v → τv − 1

2
∂x log(1 + v) =: w

with inverse

v =
1

τ(Lw)−1(1)
− 1.

The lower bound 1 + v ≥ δ of (1) is equivalent to the upper bound

(Lw)−11 ≤ δ−1.

Let − 1
2 < s < 1

2 . We combine the embedding Hs+1 ⊂ Cs+ 1
2 and x→

∫ x
y
w ∈ Hs+1

loc

if w ∈ Hs with Young’s inequality∣∣∣∣∫ x

y

wdσ

∣∣∣∣ ≤ c|x− y|s+ 1
2 ‖w‖Hs ≤ τ |x− y|+ cτ−

1+2s
1−2s ‖w‖

2
1−2s

Hs .

Again by Schur’s lemma

‖L−1
w f‖L∞ ≤

1

τ
exp

(
cτ−

1+2s
1−2s ‖w‖

2
1−2s

Hs

)
‖f‖L∞

which implies the lower bound

(4.55) 1 + v ≥ τ exp(−cτ−
1+2s
1−2s ‖w‖

2
1−2s

Hs

)
.

Trivially we have

(4.56) ‖w‖W−1,∞
τ

≤ ‖v‖L∞ +
∥∥∥ 1

1 + v

∥∥∥
L∞

,

We write

log(1 + v) =

∫ 1

0

1

1 + tv
dtv = ψ−1v

with ψ ≥ δ. Let φ = log(1 + v). Then

φx + 2τψφ = 2w

hence, for 1 ≤ p ≤ ∞

(4.57) ‖φ‖Lp ≤
2

δτ
‖w‖W−1,p

τ

hence

(4.58) ‖v‖L∞ ≤ exp
( 1

δτ
‖w‖W−1,∞

)
.
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The bounds (4.55), (4.56) and (4.58) are the basis for the remaining estimates.
�

We simplify the estimate a bit by substituting w = τv − vx
1+v . We obtain linear

combinations of

(τ + ∂
1

2(1 + ṽ)
)−1∂1+j0(1 + v)−Mτ2l

K∏
k=1

v(jk)

with (denoting byD = 1+
∑K
k=0 jk the total number of derivatives) 2L+D = 2N+2.

5. Weak solutions

In this section we study weak solutions to equations of the Nth KdV equation
and the Nth Gardner equation. Under weak regularity conditions w is a weak
solution to the Nth Gardner equation if and only if u = wx + 2τw + w2 is a weak
solution to the Nth KdV equation. This reduces the proof of the main theorem to
a study of the weak solutions to the Gardner hierarchy.

5.1. Calculus estimates in Sobolev spaces. In almost all sections below we
will need estimates of differential monomials in Lp or weighted Lp.

Definition 5.1. Let 1 ≤ p ≤ ∞, N ≥ 0, τ > 0 and I = (a, b). We define

WN,p
τ (I) =

{
f =

N∑
j=0

τN−j∂jfj : fj ∈ Lp(I)
}

with

‖f‖W−N,pτ (I) = inf
{( N∑

j=0

‖fj‖pLp(I)

)1/p

: f =

N∑
j=0

τN−j∂jfj

}
.

We define for N ≥ 0 and τ > 0

‖g‖WN,p
τ (I) =

N∑
j=0

τN−j‖g(j)‖Lp(I)

and for τ > 0 and s ∈ R

‖f‖Hsτ (R) = ‖(τ2 + ξ2)s/2f̂‖L2(R)

and for an interval I

‖f‖Hsτ (I) = inf{‖f̃‖Hsτ , f = f̃ on I}

It is obvious that the restriction to smaller intervals in bounded linear operator
of norm 1. There exists a bounded extension operator to functions supported on
twice the interval.

Lemma 5.2. The following norms are equivalent: Suppose that n ∈ Z, τ > 0
τr ≥ 1 and 1 ≤ p ≤ ∞. Then

‖f‖Wn,p
τ (R) ∼

∥∥‖f‖Wn,p
τ ((k−1)r,(k+1)r))

∥∥
lp
.
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Proof. It suffices to verify the claim for τ = 1 and r = 1. The case n ≥ 0 is obvious.
Let n > 0, f =

∑n
j=0 ∂

jfj with
∑n
j=0 ‖fj‖

p
Lp(R) ∼ ‖f‖

p
W−n,p(R). Then∥∥‖f‖W−n,p(k−1,k+1)

∥∥p
lp
≤
∑
k

n∑
j=0

‖fj‖pLp(k−1,k+1) = 2

n∑
j=0

‖fj‖pLp(R)

if 1 ≤ p <∞ with obvious modifications if p =∞.
For the opposite direction choose fk,j ∈ Lp(k − 1, k + 1) so that f =

∑n
j=0 ∂

jfj
on [k − 1, k + 1],

∑n
j=0 ‖fk,j‖

p
Lp(k−1,k+1) ≤ 2‖f‖pW−n,p(k−1,k+1), choose a partition

of unity
∑
η(x− k) = 1 with supp η ⊂ (−1, 1), η = 1 on (−1/4, 1/4). Then

f =
∑
k∈Z

η(x− k)

n∑
j=0

∂jfk,j =
∑
k∈Z

n∑
j=0

∂jηfj −
j−1∑
l=1

(
j

l

)
∂j−l(η(l)(x− k)fj).

We set

fj =
∑
k∈Z

η(x− k)fj −
n∑

l=j+1

(
l

j

)
η(l−j)(x− k)fl

and obtain
n∑
j=0

‖fj‖pLp ≤ c
∑
k

‖f‖pLp(k−1,k+1)

again with obvious modifications if p =∞. �

We turn to an interpolation inequality, for which we provide a proof for com-
pleteness.

Lemma 5.3. Let 0 ≤ j < s, 2 ≤ q ≤ ∞, 2 ≤ r <∞ and

s

r
=
s− j
q

+
j

2
.

Then
‖f (j)‖sLr ≤ c‖f‖

s−j
Lq ‖f

(s)‖jL2 .

Proof. The lemma relies on three elementary estimates. Suppose that

1

p
+

1

q
=

2

r
, 2 ≤ r ≤ ∞, 1 ≤ p, q ≤ ∞

Then

(5.1) ‖f ′‖2Lr ≤ (r − 1)‖f‖Lp‖f ′′‖Lq .
This follows from∫

|f ′|rdx =

∫
∂x(|f ′|r−2f ′f)dx− (r − 1)

∫
f |f ′|r−2f ′′dx

≤ (r − 1)‖f ′‖r−2
Lr ‖f‖Lp‖f

′′‖Lq

which implies (5.1). There is a version for fractional derivatives. Let 0 < s < 1 and
1 ≤ p, q ≤ ∞. We define the homogeneous Besov norm

‖f‖Ḃspq =

(∫ ∞
0

(
h−s‖f(.+ h)− f‖Lp

)q dh
h

)1/q

with the obvious modification for q =∞. Then Ḃspq ⊂ Ḃ2
pq̃ whenever q̃ ≤ q and

‖f‖Ḃs22 = c‖|ξ|sf̂‖L2 = ‖f‖Ḣs .
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Let 1
r = 1−s

q + s
p then

‖h−sf(.+h)−f‖Lr = ‖|f(.+h)−f |1−s(h−1|f(.+h)−f(.)|s‖Lr ≤ (2‖f‖Lq )1−s‖f ′‖sLp
hence

(5.2) ‖f‖Ḃsr,∞ ≤ 2‖f‖Lp‖f ′‖Lq .

Here we used

‖f ′‖Lr = sup
h>0

h−1‖f(.+ h)− f‖Lr .

Similarly

h−r
∫
|f(x+ h)− f(x)|r−2(f(x+ h)− f(x)(f(x+ h)− f(x))dx

= h−r
∫
f(x)

(
|f(x+ h)− f(x)|r−2(f(x+ h)− f(x))

− |f(x)− f(x− h)|r−2(f(x)− f(x− h)
)
dx

≤ ‖f‖Ḣs−1

(
h−1‖f(.+ h)− f‖Lr

)r−2

‖|h|−1−sf(.+ h)− 2f(x) + f(.− h)‖Lq

hence, if
1

p
+

1

q
=

2

r
, r ≥ 2

(5.3) ‖f ′‖2Lr ≤ ‖f‖Ḃ1−s
q,∞
‖f ′‖Ḃsp,∞ .

Recursively we obtain for j ≤ n, 2 ≤ p, q, r satisfying

n

r
=
n− j
p

+
j

q

(5.4) ‖f (j)‖nLr ≤ c‖f‖
n−j
Lp ‖f

(n)‖jLq .
Indeed, suppose this estimate holds for n. Let 1 ≤ j ≤ n+ 1 and

1

rj
=
n+ 1− j
n+ 1

1

p
+
j

n

1

q

Then

‖f (j)‖nj
Lrj
.
(
‖f ′‖n+1−j

Lr1 ‖f (n+1)‖j−1
Lq

)j
≤ c‖f‖(n+1−j)(j−1)

Lp ‖f (j)‖n+1−j
Lrj

‖f (n+1)‖(j−1)j
Lq

where

nj − (n+ 1− j) = (j − 1)(n+ 1)

which implies estimate (5.4) for s ∈ N. The general case follows by using (5.2) and
(5.3) in addition. �

A particular instance is the following. Let 0 ≤ d ≤ N and p ≥ 2. Then

(5.5) ‖u(d)‖
L
N+2
1+d
≤ c‖u‖

N−2d
N

LN+2‖u(N/2)‖
2d
N

L2 .

A weighted variant is

(5.6) ‖ sech(x)u(d)‖N+2
1+d
≤ c‖u‖

N−2d
N

LN+2‖ sech(x)u‖
2d
N

HN/2
.
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To see this we apply a standard extension argument to deduce from (5.5) on
intervals I of length 2

‖u(d)‖
L
n∗2
1+d (I)

≤ c‖u‖
N−2d
N

LN+2(I)
‖u‖

2d
N

HN/2(I)
.

We multiply by the weight, take the power n+2
1+d , add the intervals to arrive at (5.6).

To proceed, we show the following multilinear estimates.

Lemma 5.4. If h =
∏N+2−d
j=1 u(αj) is a product with a total number of derivatives

d =
∑
αj ≤ N then, if no term carries more than N/2 derivatives. Then

(5.7)

N+2−d∏
j=1

‖u(αj)‖
L
N+2
1+αj

≤ c


‖u‖N+2−d− d

N

LN+2 ‖u(N/2)‖
d
N

L2

‖u‖N+2
LN+2 + ‖u(N/2)‖2L2

‖u‖NL2‖u(N+d
4 )‖2L2

and
(5.8)
N+2−d∏
j=1

‖ sech
2(1+αj)

N+2 (x)u(αj)‖
L
N+2
1+αj

≤ c

 ‖u‖N−dL2 ‖ sech(x)u‖1−
d
N

L2 ‖ sech(x)u‖1+ d
N

HN/2

‖u‖NL2‖ sech(x)u(N+d
4 )‖2

H
N+d

4

.

If h =
∏N+2−d
j=1 u

(αj)
j is a product with a total number of derivatives d =

∑
αj ≤ N

then, if no term carries more than N/2 derivatives∫
|h|dx ≤

N+2−d∏
j=1

‖u(αj)
j ‖

L
N+2
1+αj

≤ c
N+2−d∏
j=1

(
‖uj‖

N+2−d−
2αj
N

LN+2 ‖u(N/2)
j ‖

2αj
N

L2

) 1
N+2−d

≤ c
N+2−d∏
j=1

(
‖uj‖N+2

LN+2 + ‖u(N/2)
j ‖2L2

) 1
N+2−d

‖u(αj)
j ‖

L
N+2
1+αj

≤ c‖uj‖
1−

4αj(N+1)+2N

(N+2)(N+d)

L2 ‖u(N+d
4 )

j ‖
4αj(N+1)+2N

(N+2)(N+d)

L2

(5.9)

and

∫
sech2(x)|h|dx ≤

N+2−d∏
j=1

‖ sech
2(1+αj)

d+m (x)u
(αj)
j ‖

L
N+2
1+αj

≤ c
N+2−d∏
j=1

(
‖uj‖N−dL2 ‖ sech(x)uj‖

2−
2αj
N

L2 ‖ sech(x)u
(N/2)
j ‖

2αj
N

HN/2

) 1
N+2−d

‖u(αj)
j ‖

L
N+2
1+αj

≤ c‖uj‖
1−

4αj(N+1)+2N

(N+2)(N+d)

L2 ‖ sech(x)u
(N+d

4 )
j ‖

4αj(N+1)+2N

(N+2)(N+d)

L2 .

(5.10)

Proof. It suffices to prove (5.9) and (5.10). The inequalities (5.7) and (5.8) are
immediate consequences. The first inequality in (5.9) is a consequence of Hölder’s
inequality, for the second estimate we apply lemma 5.3. The third estimate follows
by Young’s inequality.



78 FRIEDRICH KLAUS, HERBERT KOCH, AND BAOPING LIU

To prove the fourth estimate we recall that for 0 < s < 1

f = cs|x|−1+s ∗ f (s)

from which we obtain the fractional Sobolev embedding

‖f‖Lp ≤ c‖u( 1
2−

1
p )‖L2

by the Hardy Littlewood Sobolev inequality. Let d ≥ 0 and p ≥ 2. Then by the
fractional Sobolev embedding

‖u(d)‖Lp ≤ c‖u(d+ 1
2−

1
p )‖L2

and the interpolation inequality for 0 ≤ σ ≤ s

‖f‖Ḣσ ≤ ‖f‖
1−σs
L2 ‖f‖

σ
s

Ḣs

implies the fourth estimate.
We turn to (5.10). Again the first inequality is Hölder’s inequality. We continue

with the Hardy-Littlewood Sobolev inequality. Again w interpolate on intervals for
fixed length, multiply by the weight, square and sum over the intervals to arrive at
the second inequality of (5.10). �

5.2. The nonlinearities of the KdV and the Gardner equations. We recall
the structure of the Nth equation in each of the two hierarchies involved. Each of
them can be written as

ψt − (−1)Nψ(2N+1) = ∂FN (ψ),

where the structure of FN is described by Theorem 3.10. For later purposes we
want to pull out as many derivatives as possible:

Lemma 5.5. For KdV, we have,

FKdV
N (u) =

∑
K,(jk)0≤k≤K

cK,(jk)∂
j0

K∏
k=1

u(jk),

2 ≤ K ≤ N + 1, K +
1

2

K∑
k=0

jk = N + 1, jk ≤ N + 1−K − j0
2
, if j ≥ 1

and for Gardner,

FGardner
N (w) =

∑
K,(jk)k,l

c(jk)k,K,l∂
j0τ l

K∏
k=1

w(jk),

2 ≤ K ≤ 2N + 1, l +K +

K∑
k=0

jk = 2N + 1,

jk ≤
2N + 1−K − l − j0

2
if j ≥ 1

where K + l is always odd.

Proof. Theorem 3.10 describes the structure of the Hamiltonians. For KdV, FN (u)

is a sum over differential monomials
∏K
k=1 u

(jk) with

2 ≤ K ≤ N + 1, K +
1

2

K∑
k=1

jk = N + 1,
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and for Gardner, FN (w) is a sum over τ l
∏K
k=1 w

(jk) with

2 ≤ K ≤ 2N + 1, l +K +

K∑
k=1

jk = 2N + 1.

For KdV and Gardner we reduce the highest number of derivatives falling on one
factor until there are at least two factors with the highest number of derivatives.

This can be done as follows: Consider a differential monomial
∏K
k=1 u

(jk). We order
the factors so that k → jk decreases monotonically. If j1 > j2 = jl > jl+1 we write

K∏
k=1

u(jk) =
1

l
∂(u(j2))l

K∏
k=l+1

u(jk) − 1

l
(u(j2))l∂

K∏
k=l+1

u(jk).

K + l being odd follows from the formula

∂x
δHKdV

N

δu
(wx + 2τw + w2) = (∂x + 2τ + 2w)

δHGardner
N

δw
(w).

�

The Gardner Hamiltonian HGardner
N is an integral over 1

2 (w(N))2 plus a sum of
differential monomials

τ l
K∏
k=1

w(jk)

with K ≥ 3, l +
∑
k jk +K = 2N + 2, l +K even, and no term carries more then

2N − l −K derivatives. We apply (5.9) of Lemma 5.4:∥∥∥τ l K∏
k=1

w(jk)
∥∥∥
L1
≤ cτ l‖w‖K−2

L2 ‖w(N−K−2
4 −

l
2 )‖2L2 ≤ c(τ−1/2‖w‖L2)K−2‖w‖2HNτ .

hence

(5.11)
∣∣∣HGardner

N (w)− ‖w(N)‖2L2

∣∣∣ ≤ c(1 + τ−1/2‖w‖L2)2N−1(τ−1/2‖w‖L2)‖w‖2HNτ .

The same argument shows with u = wx + τw∣∣∣HKdV
N − ‖u(N)‖2L2

∣∣∣ ≤ c(1 + τ−1/2‖w‖L2)N−1(τ−1/2‖w‖L2)‖w‖2
HN+1
τ

≤ c(1 + τ−1/2‖u‖H−1
τ

)N−1(τ−1/2‖u‖H−1
τ

)‖u‖2HNτ .
(5.12)

In the same fashion∣∣∣∣∫ δHGardner
N

δw
φdx

∣∣∣∣ ≤ c(1+τ−1/2‖w‖L2)2N−1
(
τ−1/2‖φ‖L2‖w‖2HNτ +τ−1/2‖w‖L2‖w‖HNτ ‖φ‖HNτ

)
.

Let γ be slowly varying of rate τ . We can localize this estimate and add up the
intervals of length τ−1 to obtain

(5.13)
∥∥∥γ2
( δ
δw

HGardner
N −w(2N)

)∥∥∥
H−Nτ

≤ cτ−N− 1
2

(
1+τ−1/2‖w‖L2

)2N−1

‖γw‖2HNτ .

We claim the similar estimate

(5.14)
∥∥∥γ2
( δ
δu
HKdV
N −u(2N)

)∥∥∥
H−Nτ

≤ cτ−N+1/2
(

1+τ−1/2‖u‖H−1
τ

)N−1

‖γu‖2
HN−1
τ

.
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By Lemma 5.5 we have to bound a sum of monomials

∂j0
K∏
k=1

u(jk)

where 2 ≤ K ≤ N + 1, the total number of derivatives being 2(N + 1 −K), with
at most half the derivatives on a single factor. We set u = ∂xv + τv so that the
total number of derivatives becomes d = 2(N + 1)−K− j0 (we count factors τ like
derivatives). By Lemma 5.4,

τ1/2
∥∥∥ K∏
k=1

v(1+αk)
∥∥∥
H−1
τ

≤
∥∥∥ K∏
k=1

v(1+αk)
∥∥∥
H−1
τ

≤ c‖v‖K−2
L2 ‖v(N+ 1

2−
K
4 −

j0
2 )‖2L2

≤ cτ−j0−
K−2

2 ‖u‖K−2

H−1
τ
‖u‖2

HN−1
τ

which implies (5.14) is the same fashion as we proved (5.13).
The estimates (5.14) and (5.13) allow to define weak solutions to equations of

the KdV and the Gardner hierarchy.

Proposition 5.6. The following estimates hold for R ≥ 1 and an interval I of
length 1
(5.15)∥∥∥ sech2(x/R)∂

δ

δu
HKdV
N (u)

∥∥∥
H−N−2

≤ c(‖u‖H−1

(
‖ sech2 u‖HN−1 + ‖ sechu‖2HN−1

)
(5.16)∥∥∥ sech2(x/R)∂

δ

δw
HGardner
N (w)

∥∥∥
H−N−2

≤ c(‖w‖L2)
(
‖ sech2 w‖HN + ‖ sechw‖2HN

)
The following estimates hold for R ≥ 1 and an interval I of length 1
(5.17)∥∥∥ sech2(x/R)∂

δ

δu
HKdV
N (u)

∥∥∥
H−N−3

≤ c(‖u‖H−1)
(
‖ sech2 u‖HN−2 + ‖ sechu‖2HN−2

)
(5.18)∥∥∥ sech2(x/R)∂

δ

δw
HGardner
N (w)

∥∥∥
H−N−2

≤ c(‖w‖L2)(1+‖w‖L∞)
(
‖ sech2 w‖HN−1+‖ sechw‖2HN−1

)
The proposition is a consequence of Theorem 3.10 and (5.9) resp (5.10) of Lemma

5.4.
The proposition allows to define weak solutions in natural regularity classes.

Definition 5.7. Let I = (a, b) be an open interval. We call

u ∈ L∞(I,H−1) with u(N−1) ∈ L2
loc(I × R)

a weak solution to the N th KdV equation if it satisfies the equation in the distribu-
tional sense. We call

w ∈ L∞(I, L2) with w(N) ∈ L2
loc(I × R)

a weak solution to the N th Gardner equation if it satisfies the equation in a dis-
tributional sense. We call u ∈ L∞(HN−1(X)) a weak solution to the N th KdV
equation and w ∈ L∞HN−1 a weak solution to the N th Gardner equation if they
are weak solutions to th corresponding equation.
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We define L2
u(I × R) ⊂ L2

loc(I × R) by

‖f‖L2
u(I×Rn) = sup

k
‖f‖L2(I×(k,k+1)).

We will relate weak solutions to different Gardner equations to another, and to
weak solutions to the KdV equation via the modified Miura map. Since

‖∂xψ‖2L2 +

∫
(uψ − v∂xψ)ψdx ≥ ‖ψx‖2L2 − ‖u‖L2‖ψ‖3/2L2 ‖ψx‖

1
2

L2 − ‖v‖L2‖ψ‖L2‖ψx‖L2

≥ −
(1

2
‖v‖2 +

3

2
10
3

‖u‖
4
3

L2

)
‖ψ‖2L2

we see that u+ vx lies in the range of the Miura map if

(5.19) τ2 >
1

2
sup
t∈I
‖u(t)‖2H−1 +

3

2
10
3

sup
t∈I
‖u(t)‖

4
3

H−1

Suppose that 0 < τ1 < τ2. Then w + 2τ1w + w2 is in the range of the τ2 Miura
map.

Theorem 5.8. Let 1 ≤ τ1 < τ2, assume w1 ∈ L∞(I;L2) with w
(N)
1 ∈ L2

u(I × R)
is a weak solutions to the N th τ1 Gardner equation. Then u = ∂xw1 + 2τ1w1 + w2

1

satisfies u ∈ L∞(I;H−1) and u(N−1) ∈ L2
u(I × R). Moreover it is a weak solution

to the N th KdV equation. Define w2 by

∂xw2 + 2τ2w2 + w2
2 = ∂xw1 + 2τ1w1 + w2

1.

It satisfies w2 ∈ L∞(I;L2) and w
(N)
2 ∈ L2

u(I × R) if this holds for w1. Moreover
it is a weak solution to the N th τ2 Gardner equation if and only if w1 is a weak
solution to the N th τ1 Gardner equation.

Suppose that u ∈ L∞(I;L2) with u(N−1) ∈ L2
u(I × R) is a weak solution to the

N th KdV equation,

−∂2 + u(t) + τ2

is positive definite uniformly in t (which holds if τ > 0 satisfies (5.19)) and w is
defined by

wx + 2τw + w2 = u.

Then w ∈ L∞(R;L2), w(N) ∈ L2
u(I × R). If moreover w ∈ L∞ or w ∈ L∞(I;HN )

then w is a weak solution to the N th Gardner equation.

Proof of Theorem 5.8. Step 0: The spaces. Let w1 ∈ L∞(I;L2). Lemma 4.2
implies

u := ∂xw1 + 2τ1w1 + w2
1 ∈ L∞(I;H−1(R))

and

−∂2 + u(t) + τ2
1

is uniformly positive definite and hence in the range of the τ2 modified Miura map
and w2 ∈ L∞(I;L2) if w1 ∈ L∞(I;L2). Since

‖f‖L2
u(I×R) ∼ sup

x0

‖ sech(κ(x− x0))f‖L2(I×R)

we can apply Proposition 4.8 with N and γ = sech(κ(x − x0)) and κ < τ to see
that in addition

w
(N)
1 ∈ L2

u(I × R)⇐⇒ u(N−1) ∈ L2
u ⇐⇒ w

(N)
2 ∈ L2

u.
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Step 1: Weak solution to Gardner define weak solutions to KdV. We
first prove that the modified Miura map maps weak solutions to Nth Gardner
equation to weak solutions to Nth KdV. Suppose that w ∈ L∞(I;L2(R)) with
w(N) ∈ L2

u(I × R) is a weak solution to the Nth τ Gardner equation and τ1 ≥ τ .
We define wε = Jεw := jε ∗ w, for a mollifier jε, and

(5.20) uε = wε,x + 2τwε + w2
ε

We assumed that w is a weak solution hence wε satisfies

∂twε = ∂xJε
δHGardner

N

δw
(w)

Let φ ∈ C∞c (R). Then

t→
∫
δHGardner

N

δw
φdx ∈ L1(I),

hence, since w is assumed to be a weak solution to the Nth Gardner equation

(t→
∫
wφdx) ∈W 1,1(I)

and for all n > 0

sup
x
‖∂nwε(t, x)‖W 1,1(I) <∞.

We calculate using the chain rule for functions in W 1,1

∂tuε = ∂t(∂xwε + 2τwε + w2
ε)

= (∂ + 2τ + 2wε)Jε∂tw

= (∂x + 2τ + 2wε)∂xJε
δHGardner

N

δw
(w).

Since wε and uε are smooth for almost all t ∈ I, (5.20) implies

(∂x + 2τ + 2wε)∂x
δHGardner

N

δw
(wε) = ∂x

δHKdV
N

δu
(uε).

Using this identity and the fact that Jε commutes with the linear part of the
equation, we obtain

(5.21) ∂tuε − ∂
δHKdV

N

δu
(uε) = (∂ + 2τ + 2wε)∂x

(
JεF

Gardner
N (w)− FGardner

N (wε)
)
.

The modified Miura map is continuous as a map from

L∞(I;L2) ∩ L2HN
u → L∞(I;H−1) ∩ L2HN−1

u .

By (5.14)

L∞(I;H−1) ∩ L2HN−1
u 3 u→ δHKdV

N

δu
(u) ∈ L2H−Nu

hence in L∞(H−N−1
loc )

∂
δHKdV

N

δu
(uε)→ ∂

δHKdV
N

δu
(u).

By construction JεF
Gardner
N → FGardner

N and FGardner
N (wε)→ FGardner

N (w) in L2H−Nu
by the bound (5.13). This gives in the sense of distributions

(∂ + 2τ)∂(JεF
Gardner
N (w)− FGardner

N (wε))→ 0
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It remains to verify

wε∂x(
(
JεF

Gardner
N (w)− FGardner

N (wε)
)
→ 0

in a distributional sense. We pull out the derivative and the claim follows from the
bound

(5.22) ‖γ2(∂xwε)(F
Gardner
N (w)− w(2N))‖L1 ≤ cτ(1 + τ−

1
2 ‖w‖L2)2N‖γw‖2HNτ .

Again we need do bound differential monomials of K + 1 ≥ 3 factors with d =
2N + 3−K − 1− l − α0 derivatives with at most 1 or half the derivatives on one
factor,

τ l
∥∥∥wx∂x K∏

k=1

w(αk)
∥∥∥
L1
≤ cτ l‖w‖K−1

L2 ‖w(N+ 1
2−

K−1
4 −

l+α0
2 )‖2L2

≤ τ1−K−1
2 −α0‖w‖K−1

L2 ‖w‖2HNτ .

(5.23)

Thus u is a weak solution to the Nth KdV hierarchy.

Step 2: Weak solutions to the Nth Gardner equation with different
τ Changing the notation slightly we assume 2 ≤ τ ≤ τ1, that w lies in the Nth
Gardner Kato smoothing space and that it is a weak solution of the N th τ Gardner
equation, and

wτ1x + 2τ1w
τ1 + (wτ1)2 = wx + 2τw + w2.

We want to prove that wτ1 is a weak solution to the Nth τ1 Gardner equation. We
regularize the solution as above wε = jε ∗ w =: Jεw. Again

(5.24) ∂twε − ∂
δHGardner

N

δw
(wε) = ∂

(
JεF

Gardner
N (w)− FGardner

N (wε)
)

Clearly wε is smooth in space and by (5.13)

‖Jε∂(FGardner
N − ∂2Nw)‖L1

u(I×R) ≤ c(τ−1/2 sup
t
‖w(t)‖L2)‖w‖2L2(HNτ,u).

Define wτ1ε by

(5.25) ∂wτ1ε + 2τ1w
τ1

ε + (wτ1ε )2 = ∂xwε + 2τwε + w2
ε

We differentiate both sides of the equation with respect to t, use the chain rule for
W 1,1 functions for fixed x, and invert one operator to arrive at

∂tw
τ1
ε = (∂ + 2τ1 + 2wτ1ε )−1(∂ + 2τ + 2wε)∂twε

= ∂twε + (∂ + 2τ1 + 2wτ1ε )−1(wε − wτ1ε + τ − τ1)∂twε.

We use the identity

∂
δHKdV

N

δu
= (∂ + 2τ + 2w)∂

δHGardner

δw

twice, once for τ and then for τ1 to see that

∂
δHGardner

τ1,N

δw
(wτ1ε ) =

{
1 + (∂ + 2τ1 + 2wτ1ε )−1(wε −wτ1ε + τ − τ1)

}
∂
δHGardner

N

∂w
(wε).

Altogether

∂tw
τ1
ε −∂

δ

δw
HGardner
τ1,N (wτ1ε ) =

{
1+(∂+2τ1+2wτ1ε )−1(wε−wτ1ε +τ−τ1)

}
∂
(
JεF

Gardner
N (w)−FGardner

N (wε)
)
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By the continuity of w → δHGardner

δw (w) the left hand side converges to

wt − ∂
δHGardner

N

δw
(w)

in the sense of distributions. We will show that the right hand side converges to 0
in the sense of distributions which implies that wτ1 is a weak solution to the Nth
τ1 Gardner equation. We immediately turn to the most difficult term

(∂ + 2τ1 + 2wτ1ε )−1(wε − wτ1ε )∂
{(
JεF

Gardner
N (w)− FGardner

N (wε)
)

which contains no linear term. By the same continuity argument as before it suffices
that the map from w to

τ l(∂ + 2τ1 + 2w1)−1w2∂
j0+1

K∏
k=1

w(jk)

is continuous in w1, w2 and w. We want to pull the derivatives ∂(j0+1) recursively
to the left. In the first step we obtain a term were the derivative falls on w2, and
one with the derivative between the integral operator and w2. We recall

(∂ + 2τ + 2w1)−1∂ = 1− (∂ + 2τ + 2w1)−1(2τ + 2w1).

By a repeated application of this argument we obtain a linear combination of terms

τ l1∂
l0

K1∏
k=1

w
(jk)
1 w

(lK1+1)
2

K1+K+1∏
k=K1+2

w(jk)

where

l +

K+K1+1∑
k=0

jk +K +K1 + 1 = 2N + 1

and

τ l1(∂ + 2τ + 2w1)−1
K1∏
k=1

w
(jk)
1 w

(lK1+1)
2

K1+K+1∏
k=K1+2

w(jk)

where
K+K1+1∑
k=1

jk +K +K1 + 1 = 2N + 2.

It suffices to bound the differential monomials in L1, with D =
∑K1

k=0 lk +
∑K
k=1 jk

the total number of derivatives and M = K1 + 1 +K0 the number of factors∥∥∥ sech2(x)

K1∏
j=1

w
(lk)
1 w

(l0)
2

K∏
j=1

w(jk)
∥∥∥
L1
≤ c

3∏
j=1

(
‖wj‖M−2

L2 ‖ sech(x)wj‖2
HD+M−2

4

)αj
with α1 = K1

M , α2 = 1
M , α3 = K

M . Altogether we arrive at∥∥∥γ(∂ + 2τ1 + 2w1)−1w2∂F
Gardner
N ‖L1

≤ c(‖w1‖L2 , ‖w2‖L2 , ‖w‖L2)
(
‖γw‖2HNτ + ‖γw1‖2HNτ1 + ‖γw2‖2HNτ1

)
.

This completes the proof that if w is a weak solution to the Nth τ Gardner equa-
tion then the modified Miura maps define a weak solution to the Nth τ1 Gardner
equation, and vice versa.
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Step 3: Weak solutions to KdV define weak solutions to Gardner under
the additional assumption ‖w‖L∞ <∞. Now suppose that u is a weak solution
to the Nth KdV equation. We want to prove that w is a weak solution to the
Gardner equation. Let uε = Jεu and define wε by the Miura map,

∂xwε + 2τwε + w2
ε = uε.

We apply the chain rule and argue as above to obtain

∂twε − ∂
δHGardner

N

δw
(wε) = (∂ + 2τ + 2wε)

−1∂
(
JεF

KdV
N (u)− FKdV

N (uε)
)
.

The Gardner terms on the left hand side are covered by our previous consider-
ations. Only the right-hand side needs a new consideration. Again it suffices to
provide bounds for

(∂ + 2τ + 2w̃)−1∂1+j0

K∏
k=1

u(jk).

As above we pull derivatives to the left, making use of

(∂ + 2τ + 2w̃)−1∂ = 1− (∂ + 2τ + 2w̃)−1(2τ + 2w̃).

We substitute u = vx + 2τv and expand so that we obtain a linear combination of
terms, and, by an abuse of notation we write v for w̃,

(5.26) τ l∂j0
K∏
k=1

v(jk)

where

2 ≤ K,
K∑
k=0

jk = 2N + 2−K − l, jk ≤ N

and

(5.27) τ l(∂ + 2τ + 2v)−1
K∏
k=1

v(jk)

where

2 ≤ K,
K∑
k=1

jk = 2N + 3−K − l, jk ≤ N.

The estimate for (5.26) is

‖τ l∂j0
K∏
k=1

v(jk)‖L1
u(R) ≤ c(τ−1/2‖v‖L2)‖v‖2HNτ,u

and for (5.27)

‖τ l(∂ + 2τ + 2v)−1
K∏
k=1

v(jk)‖L1
u
. τ l−1

∥∥∥ K∏
k=1

v(jk)
∥∥∥
L1
u

. c(τ−1/2‖v‖L2)(1 + τ−1‖v‖L∞)‖v‖2HNτ,u .
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Indeed the first inequality follows from writing (∂+2τ+2v)−1 as an integral operator
which is bounded as an operator on L1

u. For the second inequality, note that by
(5.9) from Lemma 5.4 we have

τ l−1
∥∥∥ K∏
k=1

v(jk)
∥∥∥
L1
. τ l−1‖v‖K−2

L2 ‖v(N−K−2
4 −

l−1
2 )‖2L2 . (τ−1/2‖v‖L2)K−2‖v‖2HNτ ,

in all situations but when l = 0,K = 3 because of N − K−2
4 − l−1

2 < N and since
when l = 0, then K ≥ 3 in (5.27). Now assume j1 + j2 + j3 = 2N, ji ≤ N , and
j1 ≥ j2 ≥ j3. When j3 = 0 then we can use Hölder’s inequality directly, otherwise∥∥v(j1)v(j2)v(j3)

∥∥
L1 ≤

∥∥v(j1)
∥∥
L2

∥∥v(j2)
∥∥
L2

∥∥v(j3)
∥∥
L∞
. ‖v‖L∞‖v(N)‖2L2 ,

from the Gagliardo-Nirenberg inequality. Performing a weighted summation implies

τ−1
∥∥v(j1)v(j2)v(j3)

∥∥
L1
u
. τ−1‖v‖L∞‖v‖2HNτ,u ,

which proves the second inequality. �

5.3. The good variable hierarchy. The fundamental Sobolev estimate in this
setting is

(5.28)
∥∥∥ K∏
k=1

v(jk)
∥∥∥
L1
u

≤ c‖v‖K−2
L∞ ‖v‖

2
Hσu

where 2σ =

K∑
j=1

jk.

Let 1
2 < s ≤ 1, w ∈ L∞(J,Hs−1) ∩ L2Hs+N−1

u . We claim that this suffices to
define weak solutions to the Nth Gardner equation. We write w = ∂xv − τv and
we have to bound

τ l∂j0
K∏
k=1

∂jk(∂xv − τv)

which can be written as a linear combination of terms (changing the meaning of
l, j0,K)

τ l∂j0
K∏
k=1

v(jk)

where

l +

K∑
k0

jk = 2N + 1

and no term carries more than N derivatives. We obtain a bound

‖
K∏
k=1

v(jk)‖L1
u
≤ C‖v‖K−2

L∞ ‖v‖
2
HD

with 2D =
∑K
j=1 jk. The claims follow now from embeddings and estimates for the

operator ∂ − 2τ .
We recall the structure of the Nth equation good variables hierarchy. It can be

written as

ψt − (−1)Nψ(2N+1) = ∂FGVN (ψ),

where the structure of FN is the following:
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Lemma 5.9.

FGV
N (w) =

∑
K,(jk)k,l,M

cK,(jk)k,l,M∂
j0(1 + v)−Mτ2l

K∏
k=1

v(jk),

0 ≤M ≤ 2N + 1, 2 ≤ K ≤ 3N + 1

K∑
k=0

jk = 2N − 2l, jk ≤ N − l.

Proof. FGVN (v) is a sum over (1 + v)−Mτ l
∏K
k=1 v

(jk) with (cf. Theorem 3.12)

0 ≤M ≤ 2N − 1, 2 ≤ K ≤ 2N + 1,

l +

K∑
k=1

jk = 2N,

K∑
k=1

jk ≥M + 1 if M ≥ 1.

For the good variable equation, we proceed as in Lemma 3.13. �

Let s > 1
2 . Then we can define the notion of a weak solution to the good variable

equation under the regularity assumption

v ∈ L∞(I,Hs) ∩ L2(I,Hs+N )u.

Theorem 5.10. Let s > 1
2 ,τ ≥ 2, I an open interval. Suppose v ∈ L∞(Hs) ∩

L2Hs+N
u satisfies v > −1. Let w = v− 1

2∂ log v. Then w ∈ L∞(Hs−1)∩L2Hs−1+N
u .

Vice versa: Suppose that w ∈ L∞Hs−1 ∩ L2Hs−1+N
u . Then there exists a unique

v ∈ L∞ with v > −1 and (v + 1)−1 which satisfies

τv − ∂x(log(1 + v)) = w.

Moreover v ∈ L∞Hs ∩ L2Hs+N
u . Under these assumptions w is a solution to the

N th τ Gardner equation iff v is a weak solution to the N th τ Good variable equation.

Proof. We argue in the same fashion for the second part. We recall the equation
for v (see Theorem 3.12

vt = (−1)Nv(2N+1) + ∂xF
gv
N

with

∂
δHGardner

N

∂w

∣∣∣
w=τv− 1

2∂ log(1+v)
=
(
τ − ∂ 1

2(1 + v)

)
∂
(
FGVN (v) + ∂2Nv

)
.

Suppose that v is a weak solution the Nth equation and set vε = Jεv, wε =
τvε − 1

2∂ log(1 + vε). Then

∂twε − ∂
δHGardner

N

δw
(wε) =

(
τ − ∂ 1

2(1 + vε)

)
∂(JεF

GV
N (v)− FGVN (vε)).

The left hand side converges to

∂tw − ∂
δHGardner

δw

in a distributional sense. We claim that the right hand side converges to zero. To
prove that is suffices to consider convergence for summands as in Lemma 5.9:

τ2l
(
τ − ∂ 1

2(1 + vε)

)
∂1+j0

(
(1 + v)−M

K∏
k=1

v(jk)
)
.
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Again we pull the derivatives in front. We obtain a sum of terms

τL∂j0(1 + v)−M
K∏
k=1

v(jk)

where

0 ≤M ≤ 2N + 3, 2 ≤ K ≤ 3N + 2

K∑
k=0

jk = 2N + 1−L jk ≤ N −L/2.

We may ignore the powers of τ and of (1 + v) for the question of distributional
convergence, which now follows from (5.28)

Suppose that w is a weak solution to the N Gardner equation, wε = Jεw and vε
satisfies τv − 1

2∂ log(1 + v). Then

∂tvε−(−1)Nv(n+1)
ε −∂FGVN (vε)) =

(
τ−∂ 1

2(1 + vε)

)−1

∂
{
JεF

Gardner
N (w)−FGardner

N (wε)
}
.

The convergence of the left hand side to the good variable equation follows from
the bounds which ensure that the notion of a weak solutions is well defined. We
again have to provide bounds for(

τ − ∂ 1

2(1 + vε)

)−1

∂FGardner
N (w),

more precisely for its summands(
τ − ∂ 1

2(1 + vε)

)−1

∂1+m
K∏
k=1

w(jk).

We write w = τ ṽ − ṽx and ignore the difference between ṽ, v and vε in the sequel.
We pull derivatives to the left:(

τ − ∂ 1

2(1 + v)

)−1

∂ =
(
τ − ∂ 1

2(1 + v)

)−1

∂(2(1 + v))−1(2(1 + v))

= −2(1 + v) + τ
(
τ − ∂ 1

2(1 + v)

)−1

(2(1 + ṽ)).

Consider

τφ+ ∂
φ

(1 + v)
= f.

Let ψ = φ
1+v and rewrite it as

∂ψ + τ(1 + v)φ = f

and deduce

‖φ‖L∞ ≤ ‖ψ‖L∞‖1 + v‖L∞ ≤ c‖1 + v‖L∞‖(1 + v)−1‖L∞‖f‖L1
u
.

The final estimate now follows from (5.28). �

6. Regularity of weak solutions and Kato smoothing

We analyze the structure of the conservation laws for smooth solutions to the
Nth KdV Gardner equation. Moreover, we use the conservation laws in their weak
form to show smoothing estimates and precompactness of orbits for weak solutions.
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6.1. The energy-flux identity. We obtain the energy flux identity for smooth
solutions by multiplying the equation by ηw:

0 =

∫
R2

ηw(wt −
δ

δw
HGardner
N )dxdt =

1

2

∫
R2

−w2ηt +
δ

δw
HGardner
N ∂x(wη)dxdt.

We rewrite the last term for fixed t∫
δ

δw
HGardner
N ∂(ηu)dx =

d

ds
HGardner
N (w + sη∂xw))

∣∣∣
s=0

+

∫
δ

δw
HGardner
N w∂xηdx.

We study the first term on the right hand side for differential monomials I =∫ ∏
w(jk)dx

d

ds
I(w + sηwx)|s=0 =

∫
η

k∑
k=1

w(jk)
x

∏
i6=k

w(ji)dx =

∫
η∂x

K∏
k=1

w(jk)dx

= −
∫
ηx

K∏
k=1

w(jk)dx.

We obtain the flux

(6.1) FlN (w) =

2N+2∑
K=2

2N+2−K∑
l=0

∂j0
∑

∑
jk=2N+2−K−l

cK,l,jkτ
l
K∏
j=1

w(jk)

which has almost the same structure as the energy density so that the energy flux
equation

(6.2) ∂t
1

2
w2 = ∂xFlN (w)

holds. In particular the quadratic part of the flux is

∂F lN,2 = 2ww(2N+1) = ∂
(
(2N + 1)|w(N)|2 +

n∑
k=1

ak∂
2k|w(N−k)|2

)
,

for some combinatorical constants ak ∈ R.

Lemma 6.1. Suppose that w ∈ L∞(R, L2) with w(N) ∈ L2
u(R × R) is a weak

solution to the N th Gardner equation. Then

∂tw
2 = ∂xFlN (w)

in the sense of distributions.

Proof. Let ρ ∈ C∞c ((−1, 1)) be nonnegative and even with
∫
ρdx = 1. We define

ρε = ερ(x/ε) and Jxε f = ρε ∗x f and similarly J tε is the convolution with respect to
time. We recall that weak solutions w satisfy Jxε w ∈W 1,1(I, L2(J)) whenever I, J
are compact intervals. As a consequence

t→
∫
w(t)φdx

is continuous for every test function φ, or, equivalently, after modifications on the
set of times of measure zero t→ w(t) ∈ L2 is weakly continuous.
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Let w be a weak solution satisfying the regularity assumptions. Then with
wε = J tε1J

x
ε2w, similar to above

0 =

∫ (
wt − ∂

δHGardner
N

δw
(w)
)
J tε1J

x
ε2(φwε)dxdt

=

∫
−1

2
w2
ε∂tφ+

(
J tε1J

x
ε2

δHGardner
N

δw
(w)
)(
wε∂xφ+ (∂xwε)φ

)
dxdt.

(6.3)

All terms converge as the time regularization ε1 tends to 0. We set ε1 = 0 and
write ε = ε2 in the sequel. By the continuity in ε we have to justify∫

R2

(
J tε1J

x
ε2

δHGardner
N

δw
(w)
)(
wε∂xφ+ (∂xwε)φ

)
dxdt→

∫
FLN∂xφdxdt.

We obtain for the linear resprectively quadratic term∫
−1

2
w2
ε∂tη + FLN,2(wε)∂xη dx dt→

∫
−1

2
w2 + FlN,2(w)∂xη dx dt

since w(j) is in L2
loc of space time for j ≤ N .

Let h(w) = τ l
∏K
k=1 w

(jk) be monomial in the energy density up to a coefficient
with K ≥ 3 and let FL be the corresponding part of the flux. Let D be the total
number of derivatives. Then

K +D + l = 2N + 2

Then

lim
ε→0

∫
R2

Jεh(w)(wε∂xφ+ ∂xwεφ) dx dt =

∫
R2

h(w)(w∂xφ+ ∂xwφdx) dt.

Summation and comparison with (6.3) implies the energy flux identity. �

6.2. Consequences of the energy-flux identity: Kato smoothing for weak
solutions. Weak solutions satisfy the energy flux identity (6.2) by Lemma 3.11
which can be written as

(6.4)

∫
w2∂tη − FlN (w)∂xηdxdt = 0

for smooth compactly supported functions η. We say that u ∈ L∞(I;H−1) with
u(N−1) ∈ L2

loc(I×R) lies in the N th KdV Kato smoothing space if for all compact
subintervals J ⊂ I

(6.5) lim sup
x0→±∞

‖u(N−1)‖L2(J×(x0−1,x0+1)) = 0.

We say that w ∈ L∞(I;L2) with u(N) ∈ L2
loc(I ×R) lies in the N the Nth Gardner

Kato smoothing space if for all compact subintervals J ⊂ I

(6.6) lim sup
x0→±∞

‖w(N)‖L2(J×(x0−1,x0+1)) = 0.

The condition (6.5) is equivalent to

lim sup
x0→±∞

‖ sech(σ(x− x0))u‖L2(J;HN−1(R)) = 0.

and (6.6) is equivalent to

lim sup
x0→±∞

‖ sech(σ(x− x0))w‖L2(J;HN (R)) = 0.
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If u = wx + 2τw + w2 (for fixed time) and σ < τ then

‖ sech(σ(x− x0))w‖HN ∼ ‖ sech(σ(x− x0))u‖HN−1

with constants depending on τ and ‖w‖L2 .

Lemma 6.2. Let N ≥ 1, τ ≥ 1. Suppose that w in the N th Gardner Kato smooth-
ing space ( (6.5), (6.6)) on R is a weak solution. Then w ∈ C(R, L2(R)) and there
exists ρ = ρ(τ−1/2‖w‖L2) so that it satisfies with w0 = w(0) the Kato smoothing
estimate for 0 < κ ≤ τ

sup
t

∫
(1 + tanh(κ(x− x0 − ρτ2nt))|w(t, x)|2dx

+ κ

∫ ∞
0

∫
sech2(κ(x− x0 − ρτ2nt))(|w(n)|2 + τ2n|w|2)dxdt

.
∫ (

1 + tanh(κ(x− x0))
)
w2

0 dx.

(6.7)

The implicit constant depends only on N .

Proof. Let ηj ∈ C∞c , j = 0, 1 and assume that η0 is nonnegative and satisfies
η0(0) = 1. We define for R > 0

η(t, x) = η1(t)η0(x/R).

Then

lim
R→∞

∫
R2

w2∂tη − FLN∂xηdx =

∫
R
‖w(t)‖2L2∂tη0(t)dt

hence ‖w‖L2 is independent of time (up to sets of measure 0). We have seen that
t → wεx ∈ L2 is weakly continuous which together with norm continuity implies
that w ∈ C(R;L2).

We want plug in

η = χ[0,T ](1 + tanh(κ(x− x0 − ρτ2nt)))

into the integrated energy-flux identity (6.4). There are two obstacles: The charac-
teristic function is not smooth, and 1 + tanh is not compactly supported. We deal
with the second problem by multiplying in addition by η0(x/R) as above, and with
the first obstacle by regularization. We obtain

1

2

∫
(1 + tanh(κ(x− x0 − ρτ2nt)))w2dx

∣∣∣T
0

= −κ
∫ T

0

∫
sech2(κ(x− x0 − ρτ2nt)))

(ρτ2n

2
w2 − FlN (w)

)
dx.

=:

∫ T

0

A(t)dt

The quadratic term on the RHS is - omitting the argument of sech2 as well as the
time integration -

−κ
∫

sech2
(ρτ2n

2
w2 + (2N + 1)|w(N)|2

)
dx+ ak

N∑
k=1

(sech2)2k+1)|w(N−k)|2dx
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and ∣∣∣∣∫ sech2 FlN≥3dx

∣∣∣∣ ≤ c(1 + ‖w‖2L2)N‖ sechw‖HNτ ‖ sechw‖HN−1
τ

≤ ‖ sech(x)w‖2HNτ + c2(1 + ‖w‖L2)2N2

‖ sech2 w‖2L2)

Together the integrand can be estimated

A(t) ≤ −κ
∫

sech2(ρτ2nw2+2N |w(N)|2dx+c2(1+‖w‖N
2

L2 )‖ sechw‖2+‖ sechw‖2
HN−1
τ

.

We choose

ρ ≥ (C + c2(1 + ‖w‖2L2)N
2+1τ−2N )

and subtract the second and the third term on the RHS from both sides. This gives
(6.7). �

6.3. Precompactness of orbits of weak solutions. In this section we show
that the orbit of weak solutions of the Gardner hierarchy with initial data in a
precompact subset of L2(R) are precompact over compact time intervals.

Theorem 6.3. Let Q ⊂ S(R) be a precompact subset of L2(R), let A be a set of
weak solutions with initial data in Q and let I by a bounded interval. Then

{w(t) : w ∈ A, t ∈ I} ⊂ L2

is precompact.

This will be essential in the proof of our main theorem, as we want to upgrade
weak to strong convergence using a compactness argument. To check precompact-
ness, one can check boundedness, equicontinuity, and tightness.

Proof. We begin with boundedness. Since Q is precompact it is bounded and there
exists R > 0 so that

‖u0‖L2 < R

for u0 ∈ Q. Weak solution conserve the L2 norm by Lemma 6.2.
We turn to tightness on the the right. Let ε > 0. Since Q is precompact and

hence tight there exists R so that for x0 > R

sup
w0∈Q

∫
(1 + tanh(κ(x− x0))|w0|2dx < ε.

By Lemma 6.2 again

sup
w0∈Q

sup
t

∫
(1 + tanh(κ(x− x0 − γτ2N t)))|w(t)|2dx ≤ cε.

Given ε > 0 and a bounded time interval I we find x0 so that

(6.8) sup
t∈I

sup
w0∈Q

‖w‖L2(x0,∞) < ε.

We turn to the proof of equicontinuity. The set

Qu = {wx + 2τw + w2 : w ∈ Q}
is precompact since Q is. If τ1 ≥ τ it lies in the range of the τ1 Miura map. Qv is
equicontinuous hence there there exists τ1 so that

‖u‖H−1
τ1

< ε
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Let Qτ1 = M−1
τ1 (Qu), Then

‖w0‖L2 ≤ ε
for all w0 ∈ Qτ1 . Under these mapping every weak solution to the τ Gardner
equation is mapped to a weak solution to the τ1 Gardner equation. This equation
preserves the L2 norm, hence

‖wx(t) + 2τwτ1(t) + (w(t))2‖H−1
τ1

= ‖wτ1x (t) + 2τ1w
τ1(t) + (wτ1(t))2‖H−1

τ
< ε

and the orbits are equicontinuous on compact time intervals.
The Kato smoothing estimate for wτ1 implies

sup
x0

κ

∫ ∞
0

‖ sech(κ(x− x0 − γτ2N
1 t))w‖2HNτ1dt ≤ ε,

hence

sup
x0

κ

∫ ∞
0

‖ sech(κ(x− x0 − γτ2N
1 t))wx + τw‖2

HN−1
τ1

dt ≤ cε

for all weak solutions with initial datum in Q. This implies the high frequency
bound
(6.9)

sup
x1

∫ ∞
0

∫
sech2(κ1(x− x1 − ρτ2N

1 t))(|w(N)|2 + τ
2(N−1)
1 (|wx|2 + w2))dxdt <

ε

κ1

for all weak solutions w to the N -Gardner equation with w(0) ∈ Q and κ1 much
smaller than τ .

With the high frequency estimate in place we turn to tightness on the left. We
claim in the setting of the theorem: Given I = [0, T ] and ε > 0 there exists x0 so
that

(6.10) sup
0≤t≤T

sup
w0∈Q

‖w(t)‖L2(−∞,x0) ≤ ε

To simplify the notation we set T = 1. We use

η(t, x) = χ[0,T ]

(
1− tanh(κ(x− x0 + ρτ2nt))

)
with κ = δτ−2n in the integrated energy-flux identity. Again this function is not
admissible since it is not a test function, neither in t nor in x. In the same way as
for the L2 conservation we obtain for T ≤ 1 and x0 ∈ R.

(6.11)

∫
ηw2dx

∣∣∣T
0
≤ cκ0

∫ 1

0

‖ sech(τ−2N (x− x0 + ρτ2nt)))w(N)‖2L2 .

We choose τ1 so that in the notation above

‖wτ1(0)‖L2 ≤ ε.

By tightness of Q we can choose R so that the initial term satisfies∫
(1 + tanh(τ−2N

1 (x− x0 + τ2N
1 )))|w|2dx < ε

We set x1 = x0 − 3τ2N
1 and κ1 = 1

9τ
−2N
1 in (6.9) to estimate the right hand side in

(6.11) by cε. �
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7. Smoothing and convergence for the difference flow

We recall the formula (3.47)

T Gardner
−1 (z, w, τ) =

−iz
4z2 + 4τ2

log det2(1 +K).

where to shorten the notation we define

K(w) =
( 0 (−iz − ∂)−1w
−(−iz + ∂)−1w (−iz + ∂)−12τ(−iz − ∂)−1

)
=
( 0 (−iz − ∂)−1w
−(−iz + ∂)−1w − τ

iz

[
(−iz + ∂)−1 + (−iz − ∂)−1

]
w

).(7.1)

Then

− log det2

(
1 +K(w)

)
=

∞∑
n=2

(−1)n

n
tr K(w)

n

and

T Gardner
N (z, w, τ) =

−iz(2z)2N+2

4z2 + 4τ2
log det2

(
1+K(w)

)
−

N∑
n=0

(2z)2(N−n)HGardner
n (w, τ).

In this section we prove Proposition 2.13, in particular the bound on T Gardner
N (2.44),

the characterization of equicontinuity of subsets Q in HN (2.45) and the weak
convergence statement (2.46). As a consequence we also obtain the corresponding
bound (2.11) and (2.13). A central step consists in the study of (2z)N+1 tr K(w)n.

7.1. Schatten classes and the case of large n ≥ N + 2. We first deal with the
sum over large n ≥ 2N + 4 and collect simple estimates for the operator K. The
central estimates are

Lemma 7.1. Let N ≥ 3, N + 2 ≤ n and Im z ≥ τ . Then

(Im z)N+1| tr Kn(w)| ≤ c((Im z)−1/2‖w‖L2)n−N−2‖w‖N+2
LN+2

≤ c((Im z)−1/2‖w‖L2)n−N−2‖w‖NL2‖w(N/4)‖2L2

≤ c((Im z)−1/2‖w‖L2)n−N−2‖w‖N+1
L2 ‖w(N/2)‖L2

(7.2)

where ‖w(s)‖L2 is defined using the Fourier transform.

Since for N ≥ 4∫
|w|N+2dx ≤ ‖w‖2L2‖w‖NL∞ ≤ ‖w‖

2+N
2

L2 ‖wx‖
N
2

L2 ≤ ‖w‖
2+N

2

L2

(
‖w‖1−

4
N

L2 ‖w(N/4)‖
4
N

L2

)N
2

,

‖w(N/4)‖2L2 ≤ ‖w‖L2‖w(N/2)‖L2

and ∫
|w|3dx ≤ ‖w‖‖w(1/2)‖2L2

it suffices to prove the first inequality.
To this end recall the Schatten classes Ip of compact operators A with lp-

summable singular values,

(7.3) ‖A‖pIp =

∞∑
n=1

µn(A)p.
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Here we always consider L2 and its powers as the underlying Hilbert space. Special
cases are the trace class operators I1, the Hilbert-Schmidt operators I2, and the
class of compact operators I∞ which are defined with the obvious adaption in
(7.3). We will make use of the fact that the Ip are ∗-ideals in the sense that for all
A ∈ Ip, B : L2 → L2

AB,BA ∈ Ip, ‖AB‖Ip , ‖BA‖Ip ≤ ‖A‖Ip‖B‖L2→L2 ,

and of the Hölder-like inequality

‖AB‖Ir ≤ ‖A‖Ip‖B‖Iq ,
1

r
=

1

p
+

1

q
.

In particular for all
∑
i

1
pi

= 1,∣∣ tr (∏
i

Ai
)∣∣ ≤ ∥∥∏

i

Ai
∥∥
I1
≤
∏
i

‖Ai‖Ipi .

We refer to [59] for a thorough introduction to these spaces. Finally we note that
the classes Ip admit the interpolation property, see [3, Proposition 2.1].

Lemma 7.2. We have with σ = Im z

‖K(w)‖I2 =
(

2 +
τ2

|z|2
) 1

2

σ−
1
2 ‖w‖L2 ,

‖K(w)‖Ip ≤
(

2 +
τ

|z|

)
σ−1+ 1

p ‖w‖Lp , p ≥ 2

(7.4)

Proof. For the first estimate we calculate K∗K and obtain

‖K‖2I2
= tr (K∗K)

= ‖(−iz − ∂)−1w‖2I2
+ ‖(−iz + ∂)−1w‖2I2

+ 4τ2‖(−z2 − ∂2)−1w‖2I2

= (1 + τ2/z2)(2iz)

∫
((−∂ + 2iz)w)2dx.

By using the integral kernel of (−iz − ∂)−1 and Fubini’s theorem we obtain

‖(−iz − ∂)−1w‖2I2
=

∫
x>y

|eiz(x−y)w(y)|2 dydx = σ−1‖w‖2L2 .

The same holds for the second summand. For the third summand we calculate,
using Fubini and then Plancherel,

‖(−z2 − ∂2)−1w‖2I2
= (2π)−1‖(−z2 + ξ2)−1‖2L2

ξ
‖w‖2L2 =

1

4σ|z|2
‖w‖2L2 .

This proves first identity of (7.4) for the Hilbert-Schmidt norm. Next

‖(−iz ± ∂)−1w‖L2→L2 ≤ ‖(−iz ± ∂)−1‖L2→L2‖w‖L∞ = σ−1‖w‖L∞

which implies

‖K(w)‖L2→L2 ≤ (1 +
τ

σ
)σ−1

and for the second inequality we interpolate by viewing the operator K(w) as
a map Lp → Ip, where for p = 2 we use our first inequality and for p = ∞ the
operator bound. �
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Let N ∈ N, N ≤ n. Then

| tr Kn| ≤ ‖Kn‖I1
≤ ‖KN‖I1

‖K‖n−NI2

≤ cN (Im z)1−N‖w‖NLN
( 3

(Im z)1/2
‖w‖L2

)n−N
.

(7.5)

There is one more structural observation: The integral kernel of the lower right
entry of K is

2τ

∫ ∞
max{x,y}

e−2iz(2t−x−y)dt =
τ

iz
e−iz|x−y|

hence

2(iz − ∂)−1τ(iz + ∂)−1 = − τ
iz

(
(−iz − ∂)−1 + (−iz + ∂)−1

)
If in an expansion the lower right entry of(

0 (−iz − ∂)−1w
(−iz + ∂)−1w − τ

iz

(
(−iz − ∂)−1 + (−iz + ∂)−1

)
w

)
is involved (which is always the case if n is odd) then we gain a factor τ

Im z in all
the estimates above.

7.2. The case of n < N + 2: The structure of the terms. We will encounter
a special class of multidimensional integrals frequently in this section.

Definition 7.3 (Primitive integrals). We call integrals of the type

(7.6)
( 2τ

2iz

)2m−n ∫
x1<···<xn

n∏
j=1

e2izx·ywj(xj)dxj , n/2 ≤ m ≤ n

where∑
j

yj = 0, y · x ≥ xn − x1 for all x ∈ A = {x1 < x2 < · · · < xn}

primitive integrals.

We decompose

T Gardner
−1 (z, w, τ) =

∞∑
n=2

Tn(z, w, τ)

where

Tn(z, w, τ) =
(−1)n

n

iz

4z2 + 4τ2
tr Kn(w)

is the n-homogeneous part with respect to w. In the previous section we have seen
that if n ≥M + 2 and Im z ≥ τ

(7.7) |Tn(z, w, τ)| ≤ (c(Im z)−1/2‖w‖2L2)M+2−n |z|
Im z

(Im z)−M‖w‖M+2
LM+2 .

We begin with an algebraic decomposition of Tn.

Lemma 7.4. Suppose that n < M + 2. Then we can write

(7.8) (2z)M+1Tn =
∑

j≤M−2

(2z)M−j
∫
hn,jdx+ (2z)−1TM+1,n
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(so that the leading term is (2z)M tr Kn(w)) where hn,j are differential polynomials
independent of M and

(7.9) TM+1,n =

J∑
j=1

( z

Im z

)Dj−1

τkjBM+1,n,j +
4z2τM+2−n

4z2 + 4τ2

( z

Im z

)n−1

BM+1,n

where the hn,j are differential polynomials, the BM+1,n,j are Dj dimensional prim-
itive integrals, Dj ≥ 2,

(2 Im z)D−1

∫
x1<x2···<xD

e2izy·xP1(x1)w(x2) . . . w(xD−1)PD(xD)dx1 . . . dxD

where P1 and PD are differential monomials. In total there are n w factors (in-
cluding those with derivatives) and there are at most

d ≤M + 2− n− kj
derivatives which are evenly distributed over P1 and PD (equal if 2m − k is even,
with a difference 1 otherwise). If n is odd then kj ≥ 1.

The BM+1,n are sums of n dimensional primitive integrals

(2 Im z)n−1

∫
An

exp(izyj · x)

n∏
k=1

w(xk)dxk.

Proof. To shorten the notation we write R± = (−iz ± ∂)−1 so that K (see (7.1))
can be written as

K(w) =

(
0 R−w

−R+w − τ
iz (R− +R+)w

)
.

Then, since tr R+wR+w = tr R−wR−w = 0

tr K2 = tr
(
−R+wR−w −R−wR+w −

τ2

z2
(R+wR+w +R−wR−w +R+wR−w +R−wR+w)

)
= −4z2 + 4τ2

4z2

∫
e2iz|x−y|w(x)w(y)dxdy,

At z = iτ̃ we obtain

tr K2 =
4τ2 − 4τ̃2

4τ̃2

∫ ∫
R2

e−2τ̃ |x1−x2|w(x1)w(x2)dx1 dx2 =
4τ2 − 4τ̃2

τ̃
‖w‖2

H−1
2τ̃

=
4τ2 − 4τ̃2

τ̃

( N∑
n=0

(−1)n

(2τ̃)2n+2
‖w(n)‖2L2 +

(−1)N+1

(2τ)2N+1
‖w(n+1)‖2

H−1
2τ

)
(7.10)

where we used

1

(2τ)2 + |ξ|2
=

n∑
j=0

(−1)j
ξ2j

(2τ)2j+2
+ (−1)n+1(2τ)−2(n+1) |ξ|2(n+1)

(2τ)2 + |ξ|2
.

Similarly

tr K3 =
(3τ3

iz3
+

6τ

iz

)
tr
(

(R−w)2R+w + (R+w)2R−w)
)

=
(3τ3

iz3
+

6τ

iz

)∫
x1<x2<x3

e2iz(x3−x1)w(x1)w(x2)w(x3)dx1dx2dx3,
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tr K4 = tr
((

2 +
2τ2

z2
+
τ4

z4

)
R−wR+wR−wR+w +

(2τ2

z2
+

4τ4

z4

)
R−wR−wR+wR+w

+
(2τ2

z2
+

4τ4

z4

)
((R−w)3R+w +R−w(R+w)3)

)
=

∫
x1<x2<x3<x4

((
8 +

8τ2

z2
+

4τ4

z4

)
eγ1 +

(6τ2

z2
+

12τ4

z4

)
eγ2
)
w(x1)w(x2)w(x3)w(x4)dx1dx2dx3dx4

with

γ1 = 2iz(x4 + x3 − x2 − x1), γ2 = 2iz(x4 − x1).

Expanding the 2× 2 matrices in general we see that tr Kn is a linear combination
of products of n factors R±w. Let Σ be the permutations of n elements. Since

Rm\{xj = xk for some j 6= k} =
⋃
σ∈Σ

{(xσj )1≤j≤m : x1 < x2 < · · · < xm}

tr Kn can be written as a linear combination of expressions of type

(7.11)
( 2τ

2iz

)2m−n ∫
x1<···<xn

n∏
j=1

e2izx·yw(xj)dxj , n/2 ≤ m ≤ n

where∑
j

yj = 0, y · x ≥ xn − x1 for all x ∈ Ωn = {x1 < x2 < · · · < xn}.

In Lemma 7.7 it will be shown that n dimensional primitive integrals are bounded
by

C(2 Im z)1−n
∏
j

‖wj‖Ln

and (2 Im z)n−1 times a primitive integral with z = iτ converges to∫
Ωn,x1=0

e−y·xdx2 . . . dxn

∫ ∏
wj(x)dxj .

We illustrate the cancellations with an example before stating a general algo-
rithm. Consider

T = (2iz)3

∫
Ω4

e−2iz(x1+x2−x3−x4)w(x1) . . . w(x4) dx.

Define φ = −2iz(x1 + x2 − x3 − x4). Thus T does not decay as Im z →∞. We do
a partial integration in x4 to obtain

− (2iz)2

∫
Ω4

eφw(x1)w(x2)w(x3)w′(x4) dx

− (2iz)2

∫
Ω3

e−2iz(x1+x2−2x3)w(x1)w(x2)w2(x3) dx.

The first term has increased decay compared to T , for the price of one derivative.
For the second term, we partially integrate again from the right in x3. We iterate
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this procedure and arrive at

T = − (2iz)2

∫
Ω4

eφw(x1)w(x2)w(x3)w′(x4) dx

+ iz

∫
Ω3

e−2iz(x1+x2−2x3)w(x1)w(x2)(w2)′(x3) dx

− 1

2

∫
Ω2

e−2iz(x1−x2)w(x1)(w3)′(x2) dx+
1

2

∫
R
w4 dx.

The one-dimensional integral has no decay, all the higher-dimensional integrals have
decay (Im z)−1 if w is sufficiently regular and integrable. We can further iterate,
but now from the left, and apply the same procedure in x1 to all of the remaining
multidimensional integrals. We obtain

T = 2iz

∫
Ω4

eφw′(x1)w(x2)w(x3)w′(x4) dx− 1

2

∫
Ω3

e−2iz(2x1−x2−x3)(w2)′(x1)w(x2)w′(x3) dx

+
1

4iz

∫
Ω2

e2iz(x1−x2)(w3)′(x1)w′(x2) dx− 1

2

∫
Ω3

e−2iz(x1+x2−2x3)w′(x1)w(x2)(w2)′(x3) dx

+
1

8iz

∫
Ω2

e−4iz(x1−x2)(w2)′(x1)(w2)′(x2) dx+
1

4iz

∫
Ω2

e−2iz(x1−x2)w′(x1)(w3)′(x2) dx

+
1

2

∫
R
w4 dx− 1

4iz

∫
R

(w3)′w dx− 1

8iz

∫
R
w2(w2)′ dx− 1

4iz

∫
R
w3w′ dx.

Now all the multidimensional integrals here have decay (Im z)−2. Note that the
one-dimensional integrals in this step all vanish, which is expected since we know
that T−1(iτ) ∼

∑
(2iτ)−2jHGardner

j−1 is only nonzero for even powers of τ . Iterating

even further will give the quartilinear term from HGardner
2 , and, of HGardner

N in
general.

The following algorithm for connected integrals describes how to treat the can-
cellations in general: Let n < M + 2. The term

T := (2iz)M
∫

Ωn

e2izy·x
∏

w(xj)dxj

has homogeneity n in w and is written as a n dimensional integral. We integrate
by parts in the xn integral which gives

T = (2iz)M−1y−1
n

∫
Ωn

e2izy·xw′(xn)

n−1∏
j=1

w(xj)dxjdx1

+ (2iz)M−1

∫
Ωn−1

e
2iz

(
n−2∑
j=1

yjxj+(yn−1+yn)xn−1

)
w2(xn−1)

n−2∏
j=1

w(xj)dxj .

(7.12)

Let ŷ = (y1, . . . , ym−1 + ym). Then

ŷ · x ≥ xm−1 − x1 for x ∈ Ωm−1.

At this stage we keep the first term on the right hand side of (7.12) and repeat the
argument with the second term iteratively if n < M + 1, ending up with a sum of
integrals of dimension n, n−1, n−2, . . . 1. For all multidimensional (all besides the
one dimensional) integrals we repeat the iterative procedure from x1. We obtain
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two one-dimensional integrals plus multidimensional integrals where we gained a
decay of z−2,

T = c1(2iz)M+1−n
∫
wndx+ c2(2iz)M−n

∫
wn−1∂xwdx

+ (2iz)M−2
n∑

D=2

∑
k1+k2=n−D

∑
l

cM,l,k1(2iz)D−1

∫
ΩD

e2iz〈yD,l,x〉∂x1
wk1(x1)∂xDw

k2(xD)

×
D−1∏
j=2

w(xj)dxjdx1dxD

where the homogeneity in w is always n. The second one dimensional integral clearly
vanishes, but we keep it at this point since the vanishing of the corresponding terms
in the next steps is true but not immediately obvious.

We repeat this iterative procedure M + 2− n times and arrive at

T =

M+1−n∑
k=0

(2iz)k
∫
PM,kdx+ (2iz)−1AM+1,n

where PM,k are differential polynomials of homogeneity n with a total ofM+1−n−k
derivatives. The terms AM+1,n are sums over D dimensional integrals,

AM+1,n =

n∑
D=2

zD−1
∑
j

∫
ΩD

eiz〈yD,j ·x〉P1,D,j(x1)w(x2) . . . PD,D,j(xD)dx1 . . . dxD.

Here PD,j are homogeneous differential monomials of homogeneity nj , n1 + nD +
D − 2 = n, with a total of M + 2− n derivatives.

We complete the proof of Lemma 7.4: We expand tr Kn into a sum (τ/z)k,
0 ≤ k ≤ n times the trace of the product of n operators R±, which we expand into
a sum of n dimensional primitive integrals.

We multiply by the prefactor which we expand as far as we need

(−1)n

n

iz(2z)2N+2

4z2 + 4τ2
=

(−1)ni

2n

L∑
l=0

(−1)l(2τ)2l(2z)2N−2l +
(−1)ni

2n

(2z)2N−2L

4z2 + 4τ2
.

Finally we do the integrations by parts. �

7.3. The case n < M + 2: Estimates. In the previous section we have seen
that we can decompose (2z)M tr Kn(w) into integrals over differential polynomials
and a sum of primitive integrals. In the next lemma we provide estimates for the
primitive integrals.

Lemma 7.5. Let N ≥ 0, M + 2 = d+ n, 1 ≤ D ≤ n,

I = (2 Im z)D−1

∫
ΩD

e2izy·xP1(x1)w(x2) . . . PD(xD)dx1 . . . dxD

be a primitive integral (see Definition 7.3) with n terms w, a total number of deriva-
tives d, evenly distributed among P1 and PD as above. Then following estimates
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hold:

|I| ≤ c


‖w‖M+2

LM+2 + ‖w(M2 )‖2L2

‖w‖n+2− d
M

L2 ‖w(M2 )‖1+ d
M

L2

‖w‖n−2
L2 ‖u(M+1

2 −n4 )‖2L2 .

We apply these estimates to TM+1,n of Lemma 7.4.

Corollary 7.6. If n < M + 2 then

(7.13) |TM+1,n| ≤ c
( |z|

Im z

)n−1

 ‖w‖
M+2
LM+2 + ‖w‖2

H
M
2
τ

‖w‖n−2
L2 ‖w‖2

H
M+1

2
−n

4
τ

.

and if n is in addition odd

(7.14) |TM+1,n| ≤ cτ
( |z|

Im z

)n−1

×

 ‖w‖
M+1
LM+1 + ‖w‖2

H
M−1

2
τ

‖w‖n−2
L2 ‖w‖2

H
M
2
−n

4
τ

.

Proof. We apply Lemma 7.5 to the decomposition of 7.4. We have to estimate I of
homogeneity n with a total number d ≤ M + 2 − n − k derivatives where k is the
power of τ . The corollary follows by Hölder’s inequality∫

τ j |w|M+2−jdx ≤
(∫

wM+2dx
)1− j

M
(∫

τMw2dx
) j
M

and interpolation

τ j/2‖w((M−j)/2)‖L2 ≤ ‖τM/2w‖
j
M

L2‖w(M/2)‖1−
j
M .

The sum starts at j = 1 if n is odd. Tracing the change in the estimates implies
the result in that case. �

We will use Hölder type estimates for simpler primitive integrals first. To shorten
notation, we recall the notation

(7.15) ΩD = {x ∈ RD : x1 < · · · < xD}.

Lemma 7.7. Let D ≥ 2 and y ∈ RD satisfying

(7.16)

D∑
j=1

yj = 0, y · x ≥ xD − x1 if x ∈ ΩD.

Define the primitive integral

I(z) =

∫
ΩD

e2izy·x
D∏
j=1

fj(xj)dxj .

Let 1 ≤ pj ≤ ∞ satisfy
D∑
j=1

1
pj
≥ 1. Then

(7.17) |I(z)| ≤ (Im z)

D∑
j=1

1
pj
−D∏

‖fj‖Lpj .
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If
∑

1
pj

= 1 and Qj ⊂ Lpj are equicontinuous sets then

lim
τ→∞

(2τ)D−1I(iτ) =

∫
ΩD:x1=0

e−y·xdx2 . . . dxD

∫
R

D∏
j=1

fj(x) dx

uniformly for fj ∈ Qj.

Proof. Fubini’s theorem shows the trivial estimate

|I| ≤
∏
‖fj‖L1 .

We consider the endpoint case
∑M
j=1

1
pj

= 1. We observe that (7.16) implies yM ≥ 1.

Let 1
p̃M−1

= 1
pM−1

+ 1
pM
∈ [1,∞] and

f̃M−1 = fM−1

(
(e2izyMxχx>0) ∗ fM

)
We estimate

‖f̃M−1‖Lp̃M−1 ≤ ‖fM−1‖LpM−1 ‖(e2izyMxχx>0) ∗ fM‖LpM

and

‖(e2izyMxχx>0) ∗ fM‖LpM ≤ (2 Im z)−1‖(e−yMxχx>0)‖L1‖fM‖LpM
≤ (2 Im z)−1‖fM‖LpM .

Let (ỹ)j = yj if j < M − 1 and ỹM−1 = yM−1 + yM . Then (7.16) is satisfied:

ỹ · x̃ = y · (x1, . . . xM−1, xM−1) ≥ xM−1 − x1 in ΩM−1.

We complete this case by induction on M . The general case follows now either by a
simple variant or an iterative application of complex interpolation by Riesz-Thorin.
To see the uniform convergence on equicontinuous sets we observe

(7.18) (2τ)M−1χΩM e
−2τy·x →

∫
ΩM :x1=0

e−y·xdx2 . . . dxM

M∏
j=2

δxj−x1

as τ →∞ in the sense of functionals on Cc(RM ) which is seen by writing

(2τ)M−1I(iτ) =

∫
0<s2<s3...sM

e
−2τ

M∑
j=2

yjsj
∫
f1(x)

M∏
j=2

fj(x+ sj)dsj dx.

hence∣∣∣∣(2τ)M−1I(iτ)−
∫ ∏

fj(x)dx

∣∣∣∣
=

∣∣∣∣∣∣
∫

0<s2<s3...sM

e
−2τ

M∑
j=2

yjsj
∫
f1(x)

 M∏
j=2

fj(x+ sj)−
M∏
j=2

f(x)

 dsj dx

∣∣∣∣∣∣
≤ c(supp fj)τ

−1
M∏
j=1

‖fj‖C1 .

Let Qj ⊂ Lpj (R) be bounded equicontinuous sets. Given ε > 0 there exists R
and C > 0 so that for fj ∈ Qj there exists Fj ∈ C1((−R,R) with ‖Fj‖C1 ≤ C with
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‖Fj − fj‖Lpj < ε. Then

I(iτ, fj)− I(iτ, Fj) =

M∑
k=1

I(iτ, f1, . . . , fj−1, fj − Fj , Fj+1, . . . , FM )

hence∣∣∣∣(2τ)M−1I(iτ, fj)−
∫

ΩM :x1=0

e−y·xdx2 . . . dxM

∫ ∏
fjdx

∣∣∣∣ ≤ Cτ−1 + cMε

uniformly for fj ∈ Qj . �

Proof of Lemma 7.5. Let nj be the homogeneity of Pj in w and its derivatives.
Then n1 + nD +M − 2 = n We estimate using Lemma 7.7 to estimate

|I| ≤ ‖w‖m−2
Ln+d‖P1‖

L
n+d
n1+d1

‖PD‖
L

n+d
n2+d2

and, with P1 =
∏
w(αj) by Hölder’s inequality

‖P1‖
L

n+d
n1+d1

≤
∏
‖w(αj)‖

L
n+d
1+αj

with a similar estimate for pM . The two estimates of 7.5 follow by Lemma 5.4. �

7.4. Bounding the difference Hamiltonian T Gardner
N . The central estimate in

this subsection is (2.44). Here we prove the claims on T Gardner
N and T KdV

N stated
in Section 2 which we repeat here.

Proposition 7.8. The following estimate holds if ‖w‖L2 < 1
4

√
Im z:

|T Gardner
N (iz, w, τ)| ≤ c

(
|z|

Im z

)2N+1

(Im z)−2
(
‖w‖2N+4

L2N+4 + ‖w‖2
HN+1
τ

)
.

Proof. We write

2zT Gardner
N = (2z)2N+3T Gardner

−1 −
N∑
k=0

(2z)2(N−k)+1HGardner
k

= (2z)−1
2N+3∑
n=2

T2N+3,n +
∑

n>2N+3

(−1)n

n

iz(2z)2N+3

4z2 + 4τ2
tr Kn

−
N∑
k=0

(2z)2(N−k)+1HGardner
k +

2N+3∑
n=2

2N+2∑
j=0

(2z)2N+2−j
∫
hn,j(7.19)

and apply (7.5) to the traces and estimate∣∣∣ iz(2z)2N+3

4z2 + 4τ2
tr Kn

∣∣∣ ≤ cN(|z|/ Im z
)2N+2

(Im z)−1
( 3

(Im z)1/2
‖w‖L2

)n−2N−4

‖w‖2N+4
L2N+4 .

Summing over n we obtain the desired estimate for the traces. By Lemma 7.4 and
Corollary 7.6, if n ≤ 2N + 3

|T2N+3,n| ≤ c
( |z|

Im z

)n−1(
‖w‖2N+4

L2N+4 + ‖w‖2HN+1

)
Comparison of the expansion of Lemma 7.4 with the expansion (3.25) allows to

identify the coefficients: The hj vanish if j is odd and
∫ ∑

h2j,ndx = HGardner
j . In

particular (7.19) vanishes and

(7.20) T2N+2,n = 2zT2N+1,n = (2z)2T2N,n +HGardner
N,n .
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�

Lemma 7.9. The quadratic part of T Gardner
−1 is

1

2

−iz(2z)2N+2

4z2 + 4τ2
0

tr K2(w) =
1

2

∫ (
(−∂ + 2iz)−1w

)2

dx.

The quadratic part of T Gardner
N (z, w, τ0) is

1

2

∫
((∂ − 2iz)−1w(N+1))2dx.

Proof. We give two different arguments. First the quadratic part of∫
w2(z)− w2dx =

∫
[(∂ − 2iz + w(iz))−1(∂ + 2τ + w)w]2 − w2dx

is ∫
w(−∂2 − 4z2)−1(−∂2 + 4τ2)w − w2dx = −(4z2 + 4τ2)

∫ [
(−∂ + 2iz)w

]2
.

Alternatively we computed tr K2 explicitly in (7.10). �

We recall that we denote the higher order part for z = iτ by

T NLN = T Gardner
N − 1

2
‖w(N+1)‖2

H−1
2τ
.

Lemma 7.10. We have

|T NLN (iτ, w, τ0)| ≤ c(τ0, ‖w‖L2)τ−1‖w‖2HNτ0 .

Proof. By the proof of Proposition 7.8 we have to estimate T2N+2,n. The claim
follows by Corollary 7.6. More precisely, with M = 2N + 1 and maximal a total
number of d = 2N + 3− n derivatives

T2N+2,n ≤ c
(
|z|

Im z

)n−1

‖w‖n−2
L2 ‖w‖2

H
N+1−n

4
τ

Then N + 1− n
4 ≤ N if n ≥ 4. Finally

|T2N+2,3| ≤ cτ
(
|z|

Im z

)2

‖w‖L2‖w‖2
H
N− 1

4
τ

since 3 is odd. The claim follows by summation with respect to n. �

We obtain the claim on equicontinuity (2.45) of Proposition 2.13 as corollary.

Corollary 7.11. A subset Q ⊂ HN is bounded and equicontinuous iff

lim
τ→∞

sup
w∈Q
|T Gardner
N (iτ, w, τ0)| = 0.

Proof. By Lemma 7.10 is suffices to consider the quadratic part. Then

‖w(N+1)‖2
H−1
τ

=

∫
ξ2

τ2 + ξ2
|ξN ŵ|2dx→ 0

uniformly for w(N) ∈ Q̃ iff Q̃ ⊂ L2 is bounded and equicontinuous. �

We turn to bounding variational derivatives and prove (2.46), which we formulate
as a lemma.
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Lemma 7.12. Let N ≥ 2, Q ⊂ HN−1 be bounded and equicontinuous. Then∥∥∥ δ

δw
T Gardner
N (iτ, w, τ0)

∥∥∥
H−N−1

→ 0 as τ →∞

uniformly in Q.

Proof. We observe that

‖(4τ2 − ∂2)−1∂2N+2w‖H−N−1

converges to 0 uniformly in bounded and equicontinuous sets. From the definitions
and the properties of the trace∫

φ
δ

δw

1

n
tr Kn = tr K(φ)Kn−1(w)

and hence all terms with n ≥ 2N + 3 converge uniformly to 0 on bounded sets in
H1. If n ≥ 2N + 3 we hence obtain τ = Im z in this estimate∣∣∣ 1

n

∫
φ
δ

δw
tr Kndx

∣∣∣ ≤ (cτ−1/2‖w‖L2)2N+3−n(Im z)−2N−2‖φ‖L∞‖w‖2N+2
L2N+2 .

For 3 ≤ n ≤ 2N + 2 we use the decomposition of Lemma 7.4 which reduces the
claim to the corresponding claim for primitive integrals as in Lemma 7.4. Let
M = 2N + 1, I be an D dimensional primitive integrals with a prefactor (Im z)D−1

with homogeneity n in w and a total of d ≤ 2N +3−n derivatives which are evenly
distributed. The variational derivative plus duality amounts to replacing w’s by φ,
resp. n by n − 1 and M by M − 1. Of course the situation improves further if
derivatives fall on φ. Hence, if n > 2 by Lemma 7.7

∣∣∣ ∫ φ
δ

δw
Idx

∣∣∣ ≤ c d/2∑
m=0

‖φ(m)‖L∞‖w‖n−3
L2 ‖w‖2

H
N+1

4
−n

4
τ

.

Thus all terms of homogeneity n ≥ 5 are bounded by τ−1‖w‖2HN−1 with a constant
depending on ‖w‖L2 .

It remains to consider the quadratic (n = 3) and cubic contributions (n = 4)
with no derivative falling on φ. We consider

T Gardner
N,n := (2z)T2N−1,n +HGardner

N,n

with n = 3 or n = 4 with suggestive notation. If at least one derivative falls on
φ or the power of τ is at least one in the cubic case (n = 4) or at least 2 in the
quadratic case (n = 3) we argue as above and obtain a decay like (Im z)−1. For
the remain case we omit the final integration by parts and write (2τ)−1T2N+2,3 as
a linear combination of terms of the type

τ0(2τ)−2

∫
Ω3

e−2τ(x3−x1)w(N−1)(x1)φ(x2)w(N−1)(x3)dx1dx2dx3

−
∫

0<x2<x−2

e−x3dx2dx3

∫
(w(N−1)(x))2φ(x)dx
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which converge to 0 uniformly on bounded equicontinuous sets in HN−1 by Lemma
7.7. For n = 4 we obtain similarly a linear combination of terms of the type

τ0(2τ)−2

∫
Ω3

e−2τ(x3−x1)w(d1)(x1)w(d2)(x1)φ(x2)w(N−1)(x3)dx1dx2dx3

−
∫

0<x2<x−2

e−x3dx2dx3

∫
w(d1)w(d2)w(N−1)φdx

which converge to 0 uniformly on bounded equicontinuous sets in HN−1 ∩L∞, and
hence on bounded equicontinuous sets in HN−1 if N ≥ 2.

�

We translate these bounds to the KdV side by the Miura map and prove the
estimates of Propositions 2.3. We recall (3.27)

4z2T KdV
N (z, wx + 2τw + w2) = 4τ2T Gardner

N (z, w, τ) + 4z2T Gardner
N+1 (z, w, τ).

We estimate

|T KdV
N (z, u)| ≤ |4(τ/z)2T Gardner

N (z, w, τ)|+ |T Gardner
N+1 (z, w, τ)|

≤ c((Im z)−1/2‖w‖L2)(Im z)−2
( |z|

Im z

)2N+3(
‖w‖2

HN+2
τ

+ ‖w‖2N+4
L2N+4

)
Together with the fact that ‖w‖HN+2 ∼ ‖u‖HN+1 (see Proposition 4.8), and

‖w‖2N+4
L2N+4 ≤ c(‖w‖L2)‖u‖N+2

LN+2 ,

which shows (2.11). The bound (2.12) follows by similar arguments.

7.5. Weighted estimates. In this subsection we prove the central estimates used
to prove local smoothing of the difference flow (2.58) and convergence of the differ-
ence flow (2.57).

Proposition 7.13. A) The following estimates hold for n ≥M + 2.
(7.21)∣∣∣ ∫ sech2 φ

δ

δw
tr Kn(w)dx

∣∣∣ ≤ (c(Im z)−1/2‖w‖L2

)n−M−2
(Im z)−M−1‖φ‖L∞‖w‖M−1

L2 ‖ sechw‖2
H
M−1

4
τ

(7.22)∣∣∣ ∫ tanhw∂
δ

δw
tr Kn(w)dx

∣∣∣ ≤ (c(Im z)−1/2‖w‖L2

)n−M−2
(Im z)−M−2|z|‖w‖ML2‖ sechw‖2

H
M
4
τ

.

B) Let 2 ≤ n < M + 3 and let

(7.23) I = (Im z)D−1

∫
ΩD

e2izy·xP1(x1)w(x2) . . . PD(xD)dx1 . . . dxD

be a D ≥ 2 dimensional primitive integral with homogeneity n, a total number of
derivatives d = M + 3− n which are evenly distributed. Then

(7.24)
∣∣∣ ∫ sech2 φ

δ

δw
Idx

∣∣∣ ≤ ‖φ‖HM ‖w‖n−3
L2 ‖ sechw‖2

H
2M+3−n

4
τ

if n ≥ 3

and

(7.25)
∣∣∣ ∫ tanhw∂x

δ

δw
Idx

∣∣∣ ≤ c‖w‖n−2
L2

|z|
Im z
‖ sechw‖2

H
2M+4−n

4
τ

.

We postpone the proof and deduce (2.57) and (2.58).
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Proof of (2.57) and (2.58). In this section constants are allowed to depend on τ0
which simplifies the notation. Let M = 2N + 2 and n ≥ 2N + 4. By duality∥∥∥ sech2 δ

δw
T2N+3,n

∥∥∥
L1
≤ (c(Im z)−1/2‖w‖L2)n−2N−3

( |z|
Im z

)2N+3

‖w‖2NL2 ‖ sechw‖2
H
N
2

+ 1
4
.

If 2 < n ≤M + 2 = 2N + 3,∥∥∥ sech2 δ

δw
T2N+3,n(iτ, w, τ0)

∥∥∥
H−N

≤ c‖w‖n−3
L2 ‖ sechw‖2

HN+5−n
4

and, since n = 3, 5 is∥∥∥ sech2 δ

δw
T2N+3,5(iτ, w, τ0)

∥∥∥
H−N

≤ c‖w‖n−3
L2 ‖ sechw‖2

HN−
1
2∥∥∥ sech2 δ

δw
T2N+3,3(iτ, w, τ0)

∥∥∥
H−N

≤ c‖w‖n−3
L2 ‖ sechw‖2HN

Let T >5
N be the contributions of homogeneity n ≥ 5 to TN . Then, if ‖w‖L2 ≤ 1

4τ

(7.26) ‖ sech2 δ

δw
T >5
N (iτ, w, τ0)‖H−N ≤ cτ−2(1 + ‖w‖2N+1

L2 )‖ sechw‖2
HN−

1
4
.

Let χ ∈ C∞c ([−2, 2]) be an even function, identically 1 on [−1, 1]. We decompose

w = w< + w> w< = F−1χ(|ξ|/τ)ŵ.

If 0 ≤ s ≤ N
‖ sechw‖Hs ≤ ‖ sechw<‖Hs + ‖ sechw>‖Hs ,

‖ sechw>‖Hs ≤ ‖ sechw>‖
1− s

N

L2

(
‖ sechw>‖L2 + ‖ sechw

(N)
> ‖L2

) s
N

≤ c(‖ sechw‖L2 + ‖ sechw(N+1)‖H−1
2τ

)

and

‖ sechw<‖Hsτ ≤ ‖ sechw‖1−
s

N+1

L2 ‖ sechw<‖
s

N+1

HN+1

≤ cτ
s

N+1 (‖ sechw‖L2 + ‖ sechw
(N+1)
< ‖H−1

2τ
).

(7.27)

These weighted interpolation estimates are a consequence of the interpolation es-
timates without weight by first proving them on bounded intervals by restriction
and extension, and summation over the intervals. If n > 4 or n = 3 we arrive at
the desired bound by

τ−2‖ sechw‖2HN ≤ τ
−2
(
‖ sechw<‖HN + ‖ sechw>‖HN

)2

≤ cτ−
2

N+1

(
‖w‖L2 + ‖ sechw(N+1)‖H−1

τ

)2

The case n = 4 is more delicate. We have the two bounds for the quartic terms in
T Gardner
N , which, using a different notation to above,∥∥∥ sech2 δ

δw
T Gardner
N,4 (τ, w, τ0)

∥∥∥
H−N

≤ cτ−1‖w‖L2‖ sechw‖2
HN−

1
4
.

∥∥∥ sech2 δ

δw
T Gardner
N,4 (τ, w, τ0)

∥∥∥
H−N

≤ cτ−2‖w‖L2‖ sechw‖2
HN+1

4
.
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We split w = w< +w>, polarize the cubic term (n = 4) and expand. There can be
0, 1, 2 or 3 high frequency factors w>. Then, with a suggestive notation∥∥∥ sech2 δ

δw
T Gardner
N,4,>>>(τ, w, τ0)

∥∥∥
H−N

+
∥∥∥ sech2 δ

δw
T Gardner
N,4,<>>(τ, w, τ0)

∥∥∥
H−N

≤ cτ−1‖w‖L2‖ sechw>‖2
HN−

1
4

since ‖w<‖Hs ≤ 2‖w>‖Hs (and commuting the weight with the Fourier multiplier
and putting more derivatives on the low frequency part),∥∥∥ δ

δw
T Gardner
N,4,<<>(τ, w, τ0)

∥∥∥
H−N

≤ cτ−2‖w‖L2‖ sechw<‖
HN+1

2
‖ sechw>‖HN

and ∥∥∥ δ

δw
T Gardner
N,4,<<<(τ, w, τ0)

∥∥∥
H−N

≤ cτ−2‖w‖L2‖ sechw<‖2
HN+1

4
.

We observe that

‖ sechw>‖HN ≤ c
(
‖ sechw‖L2 + ‖ sechw(N+1)‖H−1

2τ
).

Together with (7.27) and the easy case n = 2 this implies (2.57).

The analogous estimates for Kato smoothing are∣∣∣ ∫ tanh(x)w∂
δ

δw
tr Kndx

∣∣∣ ≤ (c(Im z)−1/2‖w‖L2

)n−2N−4
(Im z)−2N−3‖w‖2N+2

L2 ‖ sechw‖2
H
N+1

2
τ

for n ≥ 2N + 4 and∣∣∣ ∫ tanh(x)w∂
δ

δw
T2N+3,ndx

∣∣∣ ≤ c‖w‖n−2
L2 ‖ sechw‖2

H
N+6−n

4
τ

We argue as above if n ≥ 6. The case n = 5 is simple due to the gain if n is odd.
The case n = 3 follows by the very same arguments as for n = 4 above. There are
only trivial changes if there are two or more high frequency terms. In total we get
a bound with c depending on N ,τ0 and ‖w‖L2 , assuming ‖w‖L2 ≤ cτ1/2,

∣∣∣ ∫ tanh(x)w∂
δ

δw
T >2
N dx

∣∣∣ ≤ cτ− 1
2(N+2) (‖ sechw‖2L2 + ‖ sechw(N+1)‖H−1

2τ
)

which implies (2.58). �

Proof of Proposition 7.13. We have∫
φ sech2(x/R)

δ

δw
tr Kn(w)dx = n tr

(
K(sech2(x/R)φ)Kn−1(w)

)
.

Again we estimate the traces for n ≥ 2N + 2. Suppose that 2 ≤ p ≤ ∞, η be slowly
τ varying and 1 ≤ τ ≤ Im z. We claim

(7.28) ‖ηK(w)η−1‖Ip ≤ (1 +
τ

Im z
)‖w‖Lp .

To verify the claim we bound the Hilbert-Schmidt norm

‖ηK(w)η−1‖2I2
≤ c(Im z)−1/2‖w‖L2

and

‖ηK(w)η−1‖2L2→L2 ≤ c(Im z)−1‖w‖L∞ .
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Estimate (7.28) follows by interpolation. An algebraic manipulation gives

K(sech2(x/R)φ)KM (w) = K(φ)
(

sech2K(sech
2
M w) sech−2

)
(

sech
2(M−1)
M K(sech

2
M w) sech−

2(M−1)
M

)
. . .
(

sech
2
M K(sech

2
M w) sech−

2
M
)

and

(Im z)M
∣∣∣ tr K(sech2 φ)Kn(w)

∣∣∣ ≤ (2(Im z)−1/2‖w‖L2)n−M Im z‖K(φ)‖L2→L2

×
M∏
j=1

(Im z)
M−1
M ‖ sech

2j
M KM (sech

2
M w) sech−

2j
M ‖IM

≤‖φ‖L∞(2(Im z)−1/2‖w‖L2)n−M‖ sech
2
M w‖MLM .

(7.29)

The argument is clearly more flexible: We may distribute the weight among the
factors as we wish. Primitive integrals can be understood as traces, and we may
estimate them in the same fashion. We consider a primitive integral defined in
(7.23) Then, by Hölder’s inequality∣∣∣ ∫ sech2 φ

δ

δw
Idx

∣∣∣ ≤ c d/2∑
k=0

‖φ(k)‖L∞
∑

∑
αj=d−k

n−1∏
j=1

‖ sech
2(1+αj)

n+d−k−1 w(αj)‖
L
n+d−k−1

1+αj

.

We apply (5.8) of Lemma 5.4 and arrive at∣∣∣ ∫ sech2(x/R)φ
δ

δw
Idx

∣∣∣ ≤ c‖φ‖Cd/2‖w‖n−3
L2 ‖ sech(x/R)w‖2

H
n+2d−3

4
.

We turn to the proof of (2.58) and begin with the calculation, setting R = 1 for
simplicity,∫

w tanh2 ∂x
δ

δw
tr Kn(w)dx = − 1

n
tr
(
K((tanhw)x)Kn−1(w)

)
= −n− 1

n
tr
(
K(sech2 w)Kn−1(w)

)
+
n− 1

n

n−2∑
j=0

tr
(
K(tanhw)Kj(w)K(wx)KN−j−2(w)−K(tanhwx)Kn−1(w)

)
.

In the fashion as above with obvious modifications we obtain for n ≥M + 2∣∣∣ tr K(sech2 w)Kn−1(w)
∣∣∣ ≤ c((Im z)−1/2‖w‖L2)n−M−2(Im z)1−M‖w‖ML2‖ sechw‖2

H
M
4

and for I as above∣∣∣ ∫ sech2 w
δ

δw
Idx

∣∣∣ ≤ c‖φ‖Cd/2‖w‖M−2
L2 ‖ sechw‖2

H
n+2d−2

4
.

The last line above requires more effort. To remove the derivative (and pay by
a factor z) we observe

K(wx) = [∂,K(w)]

and, with K̃(w) of the same structure as K(w), but with some sign changes

∂K(w) = −izK̃(w) +

(
0 w
w 0

)
.
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By a small abuse of notation the first summand corresponds to replacing wx by
izw. We estimate (again η is assumed to be τ slowly varying)∥∥∥η( 0 w1

w1 0

)
K(w2)η−1

∥∥∥
I2

≤ c
{
‖w1‖L2‖w2‖L2

(Im z)−1/2‖w1‖L∞‖w2‖L2

and ∥∥∥η( 0 w1

w1 0

)
K(w2)η−1

∥∥∥
L2→L2

≤ cτ−1‖w1‖L∞‖w2‖L∞ .

We interpolate the estimates for p ≥ 2

(7.30)
∥∥∥η( 0 w1

w1 0

)
K(w2)η−1

∥∥∥
Ip
≤ cτ−1+ 2

p ‖w1‖L2p‖w2‖L2p .

First K(tanhw) = K(w) tanh. In the last line above we want to commute tanh
and K(w). The integral kernel of the commutator of tanh(x/R) and R±

g(x, y) = (tanh(x)− tanh(y))χ±(x−y)>0e
2iz|x−y|min{sech2(x), sech2(y)}

is bounded by
1

Im z
e− Im z|x−y|(cosh(x) + cosh(y))−1

hence for p ≥ 2

‖η[tanh, R(w)]η−1‖Ip ≤
c

Im z
‖w‖Lp .

Together, if n ≥M + 2,

| tr (K(w) tanhK(w) . . .K(wx) . . . )− tr K(w) . . .K(wx) tanh|

≤ c((Im z)−1/2‖w‖L2)n−M−2|z|(Im z)−M−2‖ sech
2

M+2 w‖M+2
LM+2 .

Let I be a primitive integral as in (7.23). We apply the very same arguments and
obtain ∣∣∣∣∫ tanh

δ

δw
Idx

∣∣∣∣ ≤ c |z|Im z
‖w‖M−2

L2 ‖ sechw‖2
H
n+2d−2

4
.

This completes the proof. �

Appendix A. Calculations

A.1. Proof of Theorem 3.12. In this section we prove Theorem 3.12. To do so
we introduce some notation. Let ω(τ) = 2τv be a rescaling of the good variable.
Then if u solves the Nth KdV equation, ω solves

(A.1) ωt = 2∂
[
(ω + 2τ)

N−1∑
n=−1

(2iτ)2(N−1−n) δH
KdV
n

δu

]
.

The relation between u and ω now reads

u = −1

2

ωxx
ω + 2τ

+
3

4

ω2
x

(ω + 2τ)2
+

1

4
ω2 + τω.

And in the case of the KdV equation N = 1 we find e.g.

(A.2) ωt = ∂x

[
− ωxx + 3τω2 +

1

2
ω3 +

3

2

ω2
x

ω + 2τ

]
.
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Thus in order to prove Theorem 3.12 we are lead to prove that the Nth equation
for ω can be written in the form ωt = ∂xF̃N , where

(A.3) F̃N =
∑

n,l,K,d

(ω + 2τ)−nτ lf̃N,n,k,d(ω),

where f̃N,n,k,d has homogeneity k in ω and a total number of derivatives d, and the
sum is restricted by

0 ≤ n ≤ 2N − 1, l + k + d = 2N + 1 + n, l + k ≥ n+ 1,

#{factors of ω with at least 1 derivative} ≥ n+ 1 if n ≥ 1.

Moreover, the linear part of the equation is (−1)Nw(2N+1), and τ lf̃N,n,k,d contains

no term of the form τ lωkω(2N) with l + k = n+ 1. The number of derivatives d is
always even.

Define a generalized differential monomial in ω to be an expression of the form

(A.4) τ l(ω + 2τ)−n
k∏
i=1

ω(αi).

We call k its homogeneity, n its negative homogeneity, and denote by d =
∑k
i=0 αi

its total number of derivatives. Moreover, we define the degree

D = l + k − n+ d.

A generalized differential polyonomial of degree D is then a sum of generalized
differential monomials of degree D. Note that expanding the fraction by powers of
ω+ 2τ leaves its degree invariant. What the first part of Theorem 3.12 now says is
that the Nth equation for ω has the form

ωt = ∂xFN ,

where FN is a generalized differential polynomial in ω of degree 2N + 1 with some
further properties.

Proof of Theorem 3.12. First we note that

∂x

∏k
i=1 ω

(αi)

(ω + 2τ)n
=
∑
j=1

ω(αj+1)
∏
i 6=j ω

(αi)

(ω + 2τ)n
− n

wx
∏k
i=1 ω

(αi)

(ω + 2τ)n+1
.

Each derivative falling onto (ω+2τ)−1 produces a new factor of ω with at least one
derivative. The degree of the corresponding generalized monomial gets increased by
one. Moreover it is clear that the degree of the product of generalized monomials
is just the sum of the two degrees.

For KdV, we know

δHKdV
m

δu
= (−1)mu(2m) +

m+1∑
k=2

∑
α1+···+αk=2(m+1−k)

cαi∂
α1
x u . . . ∂αkx u.

We plug in

u = −1

2

ωxx
ω + 2τ

+
3

4

ω2
x

(ω + 2τ)2
+

1

4
ω2 + τω,

which is a generalized differential polynomial in ω of degree 2. Thus for each k and
α1 + · · ·+ αk = 2(m+ 1− k), the degree of

∂α1
x u . . . ∂αkx u
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in ω is 2k + 2(m + 1 − k) = 2(m + 1). The same holds for the linear term u(2m).
This shows that

N−1∑
n=−1

(2iτ)2(N−1−n) δH
KdV
n

δu

has degree 2N in ω, and the factor (ω + 2τ) in the equation for ωt increases the
degree again by one. It remains to prove that 0 ≤ n ≤ 2N − 1, l + k ≥ n+ 1, and
to analyze the term for n = 0.

To prove 0 ≤ n ≤ 2N − 1 we see that in order to create higher n, there has to
be either a high power or a big amount of derivatives falling onto (ω + 2τ)−2ω2

x.
The highest possible power comes from uN (for m = N − 1) and leads to n = 2N ,
which after multiplication with (ω + 2τ) becomes 2N − 1. The term with most
derivatives is u(2N−2) which again could leads to a term with n = 2N , or 2N − 1
after multiplication. The terms in between the extremes are handled likewise.

The inequality l + k ≥ n + 1 is equivalent to d ≤ 2N by the degree condition.
This in fact follows again by looking at the worst terms: if the full powers of uN

hit either (ω + 2τ)−1ωxx or (ω + 2τ)−2ω2
x we arrive at d = 2N , and so do we if all

derivatives from u(2N−2) hit (ω + 2τ)−1ωxx or (ω + 2τ)−2ω2
x.

To see that the number of factors with at least one derivative is ≥ n + 1 for
n ≥ 1, note that the only way to produce powers of (ω + 2τ)−1 is if u is one of
the factors (ω + 2τ)−1ωxx and (ω + 2τ)−2ω2

x. In both cases, the number is ≥ n.
Multiplication with other factors will leave these properties invariant, as does taking
derivatives. Multiplication by (ω+ 2τ) in the end leads to the statement. This also
gives d ≥ n + 1 if n ≥ 1, and l + k ≤ 2N if n ≥ 1, respectively l + k ≤ 2N + 1 if
n = 0, because in this case d = n = 0 may happen. It also shows k ≥ n+ 1.

The number of derivatives d is always even, because this statement holds for the
KdV monomials (which in turn follows from the Lenard recursion), and because
writing u in terms of ω only contains terms with an even number of derivatives.

We analyze the term with n = 0. Consider δHKdV
m /δu with u as above. We can

only reach n = 0 if all copies of u are 1
4ω

2 + τω, or if exactly one u is (ω+2τ)−1ωxx
(because in this case the factor of (ω+2τ) decreases n by one to zero). In the latter
case, all possible derivatives have to fall onto ωxx. A linear term in ω can only be
reached by

2(ω + 2τ)(τω)(2m) = 4τ2ω(2m) + bilinear,

and by

2(ω + 2τ)
(
− 1

2

ωxx
ω + 2τ

)(2m)

= −ω(2m+2) + higher homogeneities.

Using the summation over −1 ≤ m ≤ N − 1 from (A.1) cancels out all linear terms
but the one of order 2N .

We consider the term with d = 2N derivatives and where k + l = n + 1, n ≥ 1.
2N derivatives can only be reached if we are in the case

2(ω + 2τ)u(2N−2)

where u is either ωxx
ω+2τ or

ω2
x

(ω+2τ)2 . In both cases, the only way to create more

homogeneity is by factors of ωx, which shows the impossibiliy of a term (ω +
2τ)−n(ωnω(2N)).
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We turn to the form of the equation for v = ω/(2τ). In general if we have a
k-linear form Ak and an equation

ωt =
Ak(ω)

(ω + 2τ)n
,

then the corresponding equation for v will be

vt = (2τ)k−1−n Ak(v)

(v + 1)n
.

Thus the new power of τ in the transition from ω to v will be l + k − n − 1, and
the degree condition becomes

l + d = 2N.

The upper bound on the homogeneity k for ω, k ≤ 2N + 1 does not change when
going to v, because it does not depend on l. Similarly, the number of derivatives d
stays even. Due to the condition d+ l = 2N , l has to be even as well. �

A.2. Good Variables. For N = 1 the good variable equation is

vt = ∂x

[
− vxx + 6τ2v2 + 2τ2v3 +

3

2

v2
x

v + 1

]
,

and for N = 2

vt =∂x

[
vxxxx − 7τ2vxxv

2 − 4τ2vv2
x − 14τ2vxxv

− 4τ2v2
x + 6τ4v5 + 30τ4v4 + 40τ4v3

+ (v + 1)−1
(
− 5

2
v2
xx − 5vxxxvx + 18τ2v2

xv +
9

2
τ2v2

xv
2 − 6τ2v2

x

)
+ (v + 1)−2

(25

2
vxxv

2
x

)
+ (v + 1)−3

(
− 45

8
v4
x

)]
.

Appendix B. The AKNS hierarchy

B.1. The hierarchy. The nonlinear Schrödinger equation (NLS) is the equation

(B.1) iqt = −qxx ± 2|q|2q,

where the sign + corresponds to the defocusing NLS and − to the focusing NLS.
The complex modified Korteweg-de Vries equation (we will abbreviate both the
complex and the real mKdV just by mKdV) is the equation

(B.2) qt = −qxxx ± 6|q|2qx,

and again we talk about defocusing and focusing mKdV. Both equations are Hamil-
tonian equations of the form

iqt =
δH

δr

∣∣∣∣
r=±q̄

with Hamiltonian H =
∫
q′r′ + q2r2dx for NLS and Hamiltonian H = −i

∫
q′r′′ +

3q2rr′ for mKdV. They are special cases of the AKNS system of equations

iqt = −qxx + 2q2r,

irt = rxx − 2r2q,
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for NLS, and

iqt = −iqxxx + 6iqq′r,

irt = −irxxx − 6irr′q,

for mKdV, with the additional restriction r = ±q̄. The AKNS equations can be
written as the Hamiltonian system of equations

(B.3) iqt =
δH

δr
, irt = −δH

δq
,

where one takes the Hamiltonians as above with the Poisson structure

Definition B.1. The AKNS symplectic form on L2(R;C2) is given by

ω((q1, r1), (q2, r2)) =

∫
q1r2 − q2r1dx.

It defines the AKNS Poisson structure

{F,G} = −i
∫
δF

δq

δG

δr
− δF

δr

δG

δq
dx.

A Lax operator for the AKNS equations is given by

(B.4) L(q, r)φ := i

(
−∂ q
−r ∂

)
φ

with a Lax equation

L(q, r)φ = zφ.

The Wadati Laplace operator is a special case (see Subsection 3.4 and it seems
worthwhile to explore the various and strong relations between all the hierarchies.

We assume at first that q and r decay fast and z = ξ ∈ R. There exist two
fundamental systems, ψ−+, ψ−− normalized at −∞

lim
x→−∞

eiξxψ−+(x) =

(
1
0

)
, lim

x→−∞
e−iξxψ−−(x) =

(
0
1

)
and a fundamental system normalized at ∞

lim
x→∞

e−iξxψ+−(x) =

(
0
1

)
, lim

x→∞
eiξxψ++(x) =

(
1
0

)
.

The solution space of the problem (B.4) is a two-dimensional vector space. As a
consequence these solutions are connected on the real line by(

ψ+−
ψ−+

)
=

(
a+(ξ) b+(ξ)
b−(ξ) a−(ξ)

)(
ψ−−
ψ++

)
.

There are simple alternative expression

a+(ξ) = W (ψ−+, ψ+−) = det(ψ−+, ψ+−), a−(ξ) = W (ψ++, ψ−−).

Here W is the Wronskian, which is independent of x. The solutions ψ−+ and ψ+−
have a holomorphic extensions to the upper half plane called left and right Jost
functions and we define the transmission coefficient

T (z)−1 = W (ψ−+, ψ+−) = lim
x→∞

eizxψ1
−+(x) = lim

x→−∞
e−izxψ2

+−(x).
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for z in the upper half plane. The solutions ψ−− and ψ++ have a holomorphic
extension to the lower half plane and we define

T (z) = W (ψ++, ψ−−) = lim
x→−∞

eizxψ1
++(x) = lim

x→∞
e−izxψ2

−−(x)

on the lower half plane. The reason for this choice are the same as for KdV: It is a
choice which gives simultaneous asymptotic series in the lower and the upper half
plane. We will see later that
(B.5)

− log TAKNS(z, q, r) ∼ i

2z

∫
qr dx+

1

(2z)2

∫
qrx dx+

i

(2z)3

∫
qxrx+ q2r2 dx+ . . . .

Definition B.2. The functions α(x, z, q, r), β(x, z, q, r) and γ(x, z, q, r) are defined
by

(
γ
2 α
β γ

2

)
=


T

2

(
ψ1
−+ψ

2
+− + ψ2

−+ψ
1
+− 2ψ1

−+ψ
1
+−

2ψ2
−+ψ

2
+− ψ1

−+ψ
2
+− + ψ2

−+ψ
1
+−

)
if Im z > 0

1

2T

(
ψ1
−−ψ

2
++ + ψ2

−−ψ
1
++ 2ψ1

−−ψ
1
++

2ψ2
−−ψ

2
++ ψ1

−−ψ
2
++ + ψ2

−−ψ
1
++

)
if Im z < 0.

Observe that for each z, we have γ → 1, and α→ 0 and β → 0 when x→ ±∞.

Lemma B.3. For z in the upper half-plane, the Green’s function for the operator
L− z1 is

G(x, y, z) = −iT (z)


(
ψ1
−+(x, z)ψ2

+−(y, z) ψ1
−+(x, z)ψ1

+−(y, z)
ψ2
−+(x, z)ψ2

+−(y, z) ψ2
−+(x, z)ψ1

+−(y, z)

)
if x < y,(

ψ1
+−(x, z)ψ2

−+(y, z) ψ1
+−(x, z)ψ1

−+(y, z)
ψ2

+−(x, z)ψ2
−+(y, z) ψ2

+−(x, z)ψ1
−+(y, z)

)
if y < x.

Proof. We observe that the columns considered as functions of x satisfy

LG = zG

whenever x 6= y. It is the Green’s function since, for x+ being the limit from above
and x− being the limit from below,

G(x+, x)−G(x−, x) = −i
(
−1 0
0 1

)
,

which shows that (L− z1)G(x, y) = δ(x− y). �

The function α, β and γ are closely related to the Green’s function.

Lemma B.4. Let

g(z, x) = lim
h→0+

i

2
(G(x+ h, x, z) +G(x, x+ h, z))

be the diagonal Green’s function. Then

g(z, x) =


(
γ/2 α
β γ/2

)
if Im z > 0

−
(
γ/2 α
β γ/2

)
if Im z < 0.
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The importance of these objects is that they characterize log T and its functional
derivatives. We introduce the resolvents R± = (−iz ± ∂)−1 for Im z > 0,

(B.6) R+f(x) =

∫ x

−∞
eiz(x−y)f(y)dy, R−f(x) =

∫ ∞
x

e−iz(x−y)f(y)dy.

Then

L(q, r)− z1 = (L(0, 0)− z1)

(
1 +

(
0 R−q

−R+r 0

))
.

Unfortunately the operator in the bracket is only Hilbert-Schmidt for q, r ∈ L2, but
not trace class, even for Schwartz functions. For trace class operators K one has
the expansion

(B.7) ln det(1−K) =

∞∑
n=1

1

n
tr Kn

where tr Kn is defined for K in the Ln Schatten class. In particular only the first
term is problematic for the bracket above. On the other hand, formally at least
this trace should be zero due to the off-diagonal block matrix form of the operator.
This motivates the use of the renormalized determinant

det2(1 +K) = det(I +K) exp(− tr K)

for trace class functions, which has a unique extension to Hilbert Schmidt operators
K, see . We refer to Subsection 3.4 for details.

The first set of statements below are elementary results from the theory of ODEs.
For the reader’s convenience we collect the proofs in the Appendix B.3.

Lemma B.5. α, β, γ are connected to the transmission coefficient via

(B.8)
d

dz
log TAKNS = i

∫
γ − 1 dx, α =

δ

δr
log T, β = − δ

δq
log T.

Let Im z > 0 and r, q ∈ L2. Then the Fredholm determinant below is well defined
(with the interpretation described above) and, if Im z > 0,

(B.9) det2

(
1 + i(L(0, 0)− z1)−1

(
0 q
−r 0

))
= T (z, q, r)−1.

Proof. We provide short conceptional proof for (B.9) (which is well known, see [57]
) by calculating the derivative of the functional determinant with respect to the
potentials. This requires a bit of care. We observe that both sides are identically 1
if q = r = 0. By an abuse of notation, G(z, q, r) := −i(L(q, r)− z1)−1 whenever it
is defined. We approximate r and q by Schwartz functions and replace R± by the
trace class operators Rτ± = [(1− 1

τ ∂)(−iz ± ∂)]−1 which have integral kernels

kτ±(x, y) = (e±iz(·)χ{±(·)>0}) ∗ (τeτ(·)χ{−(·)>0})(x− y).

Then, with the obvious notation

ln det2

(
1 +G(z, 0, 0)

(
0 tq
−tr 0

))
= lim
τ→∞

ln det

(
1 +Gτ (z, 0, 0)

(
0 tq
−tr 0

))
since the trace of the second summand on the right hand side vanishes, and the
operator converges in the Hilbert-Schmidt norm. Moreover,∫

βτq − ατr dx→
∫
βq − αr dx
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since the Green’s function converges. We use the operator identity 1 + (t+ s)A =
(1 + tA)(1 + (1 + tA)−1sA) below, and calculate

d

dt
log det

(
1 +Gτ (z, 0, 0)

(
0 tq
−tr 0

))
=

d

ds
log det

(
1 +Gτ (z, 0, 0)

(
0 (t+ s)q

−(t+ s)r 0

))
s=0

=
d

ds
log det

[
1 + s

(
1 +Gτ (z, 0, 0)

(
0 tq
−tr 0

))−1

Gτ (z, 0, 0)

(
0 q
−r 0

)]
s=0

=
d

ds
log det

[
1 + sGτ (z, tq, tr)

(
0 q
−r 0

)]
s=0

= tr

[
Gτ (z, tq, tr)

(
0 q
−r 0

)]
=

∫
βτ (z, tq, tr)q − ατ (z, tq, tr)rdx → − d

dt
log T (z, tq, tr) as τ →∞.

�

Lemma B.6. α, β, γ satisfy the ODE

γ′ = 2(qβ + rα)

α′ = −2izα+ qγ

β′ = 2izβ + rγ.

(B.10)

Proof. The statements follow from differentiating products of components of solu-
tions to the ODE (B.4). We carry this out for one term, the others follow likewise.

d

dx
(ψ1
−+ψ

2
+− + ψ2

−+ψ
1
+−) = 2qψ2

−+ψ
2
+− + 2rψ1

−+ψ
1
+−.

�

Combining the equations (B.10) gives

(α(z1)β(z2))′ = (2iz2 − 2iz1)α(z1)β(z2) + qγ(z1)β(z2) + rγ(z2)α(z1).

This has two important consequences. The first follows from setting z1 = z2 and
yields an alternative equation for γ,

(B.11) γ2 = 1 + 4αβ,

The second consequence is that

(
α(z1)β(z2) + α(z2)β(z1)− 1

2
γ(z1)γ(z2)

)′
= 2i(z2 − z1)(α(z1)β(z2)− α(z2)β(z1))

(B.12)

which can be used to show that the transmission coefficients are Poisson commuting,
see Theorem B.7.
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B.1.1. Symplectic forms and Poisson structures. It is convenient to consider Pois-
son brackets of operators A(p, q) : X → Y with functions as follows: Let φ ∈ X
and ψ ∈ Y ∗. Then (p, q) → ψ(A(p, q)(φ)) is a function, and we define the Poisson
product of A(p, q) with a function H as the operator defined by

ψ({A,H}(φ)) = {ψ(A(φ)), H}

whenever this is defined. In particular, if A is the multiplication by a differential
polynomial then the Poisson product of the multiplication operator is the multipli-
cation by the Poisson products.

We compute some Poisson brackets. The proof of the next theorem is strongly
inspired by [25].3

Theorem B.7. The transmission coefficients T (z1) and T (z2) and its logarithms
Poisson commute:

(B.13) {log T (z1), log T (z2)} = 0.

Moreover, we have

(B.14) {q(x), log T (z)} = −iα(x, z), {r(x), log T (z)} = −iβ(x, z).

{−i(L(q, r)− z11), log T (z2)} = −i
(

0 α(z2)
−β(z2) 0

)
= − 1

2(z2 − z1)

(
(L− z11)

(
0 α(z2)

−β(z2) 0

)
+
(

0 α(z2)
−β(z2) 0

)
(L− z11)

)
+

1

4(z2 − z1)

(
(L− z11)

(γ(z2) 0
0 −γ(z2)

)
−
(γ(z2) 0

0 −γ(z2)

)
(L− z11)

)
.

(B.15)

Also

{α(z1), log T (z2)} =
1

2(z1 − z2)
(α(z1)γ(z2)− α(z2)γ(z1)),

{β(z1), log T (z2)} =
1

2(z1 − z2)
(−β(z1)γ(z2) + β(z2)γ(z1)),

{γ(z1), log T (z2)} =
1

2i(z1 − z2)2
∂x

{
α(z1)β(z2) + β(z1)α(z2)− 1

2
γ(z1)γ(z2)

}
.

(B.16)

Proof. log T (z1) and log T (z2) Poisson commute as a consequence of (B.12). Since
the functional derivatives of the logarithms are proportional to the functional
derivatives of the functions, the same argument works for the transmission co-
efficients itself.

Equations (B.14) follow from δq(x)
δq (y) = δ(x − y), the Dirac measure, and

δ
δr q(x) = 0. Then

{q(x), log T (z)} = −i
∫
δ(x− y)α(y)dy = −iα(x),

3Note that our notation slightly differs from theirs. In particular, their γ + 1 corresponds to
our γ.
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and similarly for {r(x), log T (z)}. Also the first line of (B.15) follows from the
definition of the Poisson structure (we drop the evaluation in the notation). Using
(B.10) we see that

L(z1)
( 0 α(z2)
−β(z2) 0

)
+
( 0 α(z2)
−β(z2) 0

)
L(z1)

=

(
−qα(z2)− rβ(z2) −2iz1α(z2)− α′(z2)
2iz1β(z2)− β′(z2) −qα(z2)− rβ(z2)

)
=

(
− 1

2γ
′(z2) −qγ(z2)

−rγ(z2) − 1
2γ
′(z2)

)
+ 2i(z2 − z1)

(
0 α(z2)

−β(z2) 0

)
and

L(z1)
(γ(z2) 0

0 −γ(z2)

)
−
(γ(z2) 0

0 −γ(z2)

)
L(z1) =

(
−γ′(z2) −2qγ(z2)
−2rγ(z2) −γ′(z2)

)
.

We sum the terms to arrive at (B.15).
We begin with the differentiation of the resolvent L−1 = (L0−iz)−1 to prove the

last Poisson brackets. Then using (B.15) and the resolvent identity (A − B)−1 −
A−1 = (A−B)−1BA−1, we see that

{L−1(z1), log T (z2)} = −iL−1(z1)

(
0 α(z2)

−β(z2) 0

)
L−1(z1)

=
1

2(z2 − z1)

{(
0 α(z2)

−β(z2) 0

)
L−1(z1) + L−1(z1)

(
0 α(z2)

−β(z2) 0

)}
− 1

4(z2 − z1)

{(
γ(z2) 0

0 −γ(z2)

)
L−1(z1)− L−1(z1)

(
γ(z2) 0

0 −γ(z2)

)}
We evaluate the integral kernel at x = y, which is possible since the kernel of RHS
is continuous.

{g(z1), log T (z2)} =
1

2(z2 − z1)

(
α(z2)β(z1)− α(z1)β(z2) α(z2)γ(z1)
−β(z2)γ(z1) α(z2)β(z1)− α(z1)β(z2)

)
− γ(z2)

2(z2 − z1)

(
0 α(z1)

−β(z1) 0

)
.

The claimed equality follows by (B.12). �

From now on we assume that at least one of the two functions q, r is decaying.
Otherwise the coefficients in the asymptotic expansion below might be undefined.
In the situation where both functions are nondecaying, one may still be able to do
an asymptotic expansion in a different spectral parameter, see [42]. The AKNS
Hamiltonians are defined as the coefficients in the asymptotic series

(B.17) log T (z) ∼ −i
∞∑
n=1

(2z)−nHAKNS
n .

As above we define

T AKNS
N = (2z)N log T (z) + i

N∑
n=1

(2z)N−nHAKNS
n .
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Similarly, we use α, β and γ as generating functions,

γ ∼ 1 +

∞∑
n=1

(2z)−nγn, α ∼
∞∑
n=1

(2z)−nαn, βn ∼
∞∑
n=1

(2z)−nβn.

Note that these expansions are not absolutely convergent but only asymptotic, and
they hold for z ∈ C\R. Their precise meaning is contained in the following theorem.

Theorem B.8. The transmission coefficient is a meromorphic function in z for
z ∈ C\R. The poles coincide with the eigenvalues in the upper half plane. The
following estimates hold for N ∈ N:

(B.18) |HN (q, r)| ≤ cN (‖q(N−1
2 )‖2L2 + ‖r(N−1

2 )‖2L2 + ‖q‖2NL2 + ‖r‖2NL2 )

Let z ∈ C and q, r ∈ L2 be such that

| Im z|− 1
2 (‖q‖L2 + ‖r‖L2) ≤ 1

100
.

(B.19)
∣∣T AKNS
N

∣∣ ≤ cN ( |z|
Im z

)2(N−1) (
‖q(N−1

2 )‖2L2 +‖r(N−1
2 )‖2L2 +‖q‖2NL2 +‖r‖2N)

L2

)

∥∥∥∥ δ

δ(q, r)
T AKNS
N

∥∥∥∥
H−

N
2

≤ cN
(
|z|

Im z

)2(N−1) (
1 + ‖q(N−1

2 )‖L2 + ‖r(N−1
2 )‖2L2 + ‖q‖2N−1

L2 + ‖r‖2N−1
L2

)
×
(
‖q‖

H
N−1

2
+ ‖r‖

H
N−1

2

)
.

(B.20)

All expression here are holomorphic in z, r and q. Derivatives can be controlled by
the Cauchy integral formula.

Proof. The Lax equation has the following symmetries. Suppose that

(
z, q, r,

(
φ1

φ2

))
satisfy (B.4). Then

(1) (Translation symmetry)
(
z, q(.+ h), r(.+ h), φ(.+ h)

)
, h ∈ R

(2) (scaling symmetry) (λz, λq(λ.), λr(λ.), φ(λ.)), λ > 0 and

(3) (Galilean symmetry)

(
z + ξ, e−2iξxq, e2iξxr,

(
e−iξxφ1

eiξxφ2

))
, ξ ∈ R

all satisfy (B.4).
As a consequence

(B.21) TAKNS(λz, λq(λx), λr(λx)) = T (z, q, r)

(B.22) TAKNS(z + ξ, e−2iξxq, e2iξxr) = T (z, q, r).

We compare the asymptotic series:

log TAKNS(λz, λq(λx), λr(λx)) ∼ −i
∞∑
n=1

(2λz)−nHAKNS
n (λq(λx), λr(λx)) ∼ −i

∞∑
n=1

(2z)−nHAKNS
n (q, r)

and

HAKNS
N (λq(λ.), λr(λ.)) = λNHAKNS

N (q, r).
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Similarly

log TAKNS(iτ + ξ, e−2iξxq, e2ixixr) ∼ −i
∞∑
n=1

(2(iτ + ξ))−nHAKNS
n (λq(λx), λr(λx))

∼ −i
∞∑
n=1

(2iτ)−nHAKNS
n (q, r)

and,

∞∑
n=1

(2iτ)−nHAKNS
n (q, r) ∼

∞∑
n=1

(2iτ)−n(1 +
2ξ

2iτ
)−nHAKNS

n (e−2iξxq, e2iξxr)

∼
∞∑
n=1

∞∑
m=0

(−2ξ)m(2iτ)−n−mHAKNS
n (e−2iξxq, e2iξxr)

which implies

HAKNS
N (e2iξxq, e−2iξxr) =

N∑
n=0

(−2ξ)N−nHAKNS
n (q, r)

Together

T AKNS
N (iτ + ξ, q, r) = (τ − iξ)NT AKNS

N (i, e2ξx/τq(x/τ)/τ, e−2ξx/τr(x/τ)/τ)

which reduces estimate (B.19) to the case z = i under the assumptions ‖q‖L2 +
‖r‖L2 � 1,

|T AKNS
N (i)| ≤ cN (‖q(N−1

2 )‖2L2 + ‖r(N−1
2 ‖2L2 + ‖q‖2NL2 + ‖r‖2NL2 ).

The proof if this estimate is analogous to Section 7 but simpler and we omit it. It
also implies estimates (B.18) and (B.20).

�

With these definitions and Theorem B.8, (B.10) becomes the equivalent of the
Lenard recursion

γ′n = 2(qβn + rαn),

αn+1 = iα′n − iqγn,
βn+1 = −iβ′n + irγn

(B.23)

with γ0 = 1, α0 = β0 = 0. Using the alternative equation for γ (B.11), we also find

(B.24) 2γn =

n−1∑
k=1

4αkβn−k − γkγn−k.

Note that since there are no anti-derivatives involved in the recursion, we can
directly conclude that HAKNS

n is an integral over a differential polynomial in q and
r. The first Hamiltonians and iterates of α, β and γ can be found in Appendix C.

The next theorem shows that the Nth equation in the AKNS hierarchy qt =
{q,HN}, rt = {r,HN} takes the simple form

(B.25) qt = αN , rt = βN .
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Theorem B.9. The Hamiltonians HAKNS
N Poisson commute with log T (z). Any

two Hamiltonians Poisson commute. They are given by

(B.26) HAKNS
N =

1

2N

∫
γN+1dx,

δ

δq
HN = −iβN ,

δ

δr
HN = iαN .

Moreover,

(B.27) {q,HAKNS
N } = αN , {r,HAKNS

N } = βN ,

{α(z), HAKNS
N } = −i

∑
l+j=N−1

(2z)l
[
α(z)γj − γ(z)αj

]
,

{β(z), HAKNS
N } = −i

∑
l+j=N−1

(2z)l
[
− β(z)γj + γ(z)βj

]
,

{γ(z), HAKNS
N } = 2

∑
l+j=N−2

(l + 1)(2z)l∂x

[
α(z)βj + β(z)αj −

1

2
γ(z)γj

]
,

{γk, HAKNS
N } = 2

∑
m+j=N+k−2

(m− k + 1)∂x(αmβj + αjβm −
1

2
γmγj).

(B.28)

Proof. The statements follow from Theorem B.7 and by making the asymptotic
expansions using Theorem (B.8). �

B.2. Nonvanishing limits. In the previous part we assume that q, r ∈ L2. Sur-
prisingly many results carry over for L(z, a + q, b + r) with a, b ∈ C and q, r ∈ L2

instead of (q, r) as arguments. The reference operator is now

(B.29) L0 =

(
−iz − ∂ a
−b −iz + ∂

)
.

We write the equation Lψ = 0 as

(B.30) ψ′ =

(
−iz q + a
r + b iz

)
ψ

The characteristic exponents are the roots of λ2 + z2− ab = 0, λ = ±iz
√

1− ab/z2

which motivates the definition ζ = −z
√

1− ab/z2 . It cannot be purely imaginary
if | Im z| ≥ c(a, b). We choose a basis of the eigenspaces as columns of

U =

(
z + ζ −ia
ib z + ζ

)
, detU = 2z(z + ζ), U−1 =

1

2z(z + ζ)

(
z + ζ ia
−ib z + ζ

)
.

The Ansatz ψ = Uφ gives

(B.31) φ′ =

(
−iζ 0

0 iζ

)
φ+

1

2z

(
i(bq + ar) (z + ζ)q + a2

z+ζ r

(z + ζ)r + b2

z+ζ q −i(bq + ar)

)
φ.

Similar to the construction in Section 4, there exist unique Jost solutions to (B.30)
provided | Im z| is sufficiently large and r, q ∈ L1, normalized by

lim
x→−∞

eiζxψl(x) =

(
z + ζ
ib

)
, lim

x→∞
e−iζxψr(x) =

(
−ia
z + ζ

)
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or, equivalently, if φl satisfies (B.31) with the ’initial’ condition lim
x→−∞

eizxφl =

(
1
0

)
resp. limx→∞ e−izxφr =

(
0
1

)
this allows to define the transmission coefficient as

in the fast decaying case,

T−1(ζ) := lim
x→∞

eiζxφ1
l (x) = lim

x→−∞
e−iζxφ2

r(x) = W (φl, φr) =
1

2z(z + ζ)
W (ψl, ψr).

We renormalize the transmission coefficient in order to be able to define it for
r, q ∈ L2, without the integrability condition and observe that

ρl = exp i
(
ζx− 1

2z

∫ x

0

bq + ardy
)
φl

satisfies

(B.32) ρ′ =

(
0 0
0 2iζ

)
ρ+

1

2z

(
0 (z + ζ)q + a2

z+ζ r

(z + ζ)r + b2

z+ζ q −2i(bq + ar)

)
ρ.

We again normalize

lim
x→−∞

ρl =

(
1
0

)
and define the renormalized transmission coefficient Tr(z)

(Tr)
−1 = T−1 exp

(
− 1

2z

∫
bq + ardy

)
= lim
x→∞

ρ1
l .

The quantity on the right hand side is now defined for r, q ∈ L2.
The resolvent is defined for | Im z| large and we obtain the same relation be-

tween resolvent and the logarithm of the transmission coefficient. The effect of the
renormalization is transparent:

α̃ = α− b

2z
, β̃ = β − a

2z
.

Exactly as in the decaying case (we diagonalize L0)

det2

(
1 + L−1

0

(
0 q
−r 0

))
= T−1

r ,

where L0 is given by (B.29). Indeed, a close inspection of the argument used in
Lemma B.5 shows that it relies on the decomposition L−1

0 L = 1 + L−1
0 (L − L0)

rather than on the form of L0.
In particular we obtain the recursion formulas and the calculation of Poisson

brackets carries over to this situation.

B.3. Functional Derivatives of the Transmission Coefficient. This section
contains the proof of Lemma B.5.

Proof of Lemma B.5. The equation

L(z)ψ = f

has a forward fundamental solution G(x, y; z) given by 0 if x < y and otherwise
(observe that W (ψ++, ψ+−) = 1)

−
(
ψ1

++(x)ψ2
+−(y)− ψ1

+−(x)ψ2
++(y) ψ1

++(x)ψ1
+−(y)− ψ1

+−(x)ψ1
++(y)

ψ2
++(x)ψ2

+−(y)− ψ2
+−(x)ψ2

++(y) ψ2
++(x)ψ1

+−(y)− ψ2
+−(x)ψ1

++(y)

)
.
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This can be seen by checking that LxG(x, y; z) = 0 away from the diagonal and by
the jump condition

G(x+, x)−G(x−, x) =

(
−1 0
0 1

)
,

as this implies LxG(x, y) = δ(x− y). To determine δT
δq and δT

δr resp. for Im z > 0,

recall

d

dt
T (z; q + tq̇, r + tṙ)|t=0 =:

∫
δT

δq
q̇ +

δT

δr
ṙdy

We differentiate the equation with respect to t (dots are t-derivatives) and consider

ψ̇ = ψ̇−+

L(z)ψ̇ =

(
−q̇ψ2

−+

ṙψ1
−+

)
.

Hence

ψ̇(x) = ψ++(x)

∫ x

−∞
ψ2

+−(y)ψ2
−+(y)q̇(y)− ψ1

+−(y)ψ1
−+(y)ṙ(y)dy

− ψ+−(x)

∫ x

−∞
ψ2

++(y)ψ2
−+(y)q̇(y)− ψ1

+−(y)ψ1
−+ṙdy

and

d

dt
T−1(q + tq̇, r + ṙ) = lim

x→∞
eizxψ̇1(x) =

∫
ψ2

+−ψ
2
−+q̇dy −

∫
ψ1

+−ψ
1
−+ṙdy

Here, the second summand vanishes due to the assumption Im z > 0. Thus

δT−1

δq
= ψ2

+−ψ
2
−+,

δT−1

δr
= −ψ1

+−ψ
1
−+.

We turn to the derivative in the spectral parameter. Define ψ̃ = eizxψ. We are
interested in T−1 = limx→∞ ψ̃1(x). We calculate(

−∂ q
−r −2iz + ∂

)
ψ̃ = 0.

Thus (
−∂ q
−r −2iz + ∂

)
˙̃
ψ =

(
0

2iψ̃2

)
.

Then Ψ = eizx
˙̃
ψ solves(

−iz − ∂ q
−r −iz + ∂

)
Ψ =

(
0

2iψ2
−+

)
.

Hence

dT−1

dz
= lim
x→∞

eizxΨ1(x) = −2i

∫
ψ1

+−ψ
2
−+dy

= −i
∫
ψ2

+−ψ
1
−+ + ψ1

+−ψ
2
−+ − T−1dy

(B.33)

If Im z < 0 we use the backward fundamental solution G(x, y; z) which is 0 for
x > y and otherwise(

ψ1
−+(x)ψ2

−−(y)− ψ1
−−(x)ψ2

−+(y) ψ1
−+(x)ψ1

−−(y)− ψ1
−−(x)ψ1

−+(y)
ψ2
−+(x)ψ2

−−(y)− ψ2
−−(x)ψ2

−+(y) ψ2
−+(x)ψ1

−−(y)− ψ2
−−(x)ψ1

−+(y)

)
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We differentiate again the equation and consider

L(z)ψ̇ =

(
−q̇ψ2

++

ṙψ1
++

)
.

Hence

ψ̇(x) = −ψ−+(x)

∫ ∞
x

ψ2
−−(y)ψ2

++(y)q̇(y)− ψ1
−−(y)ψ1

++(y)ṙ(y)dy

+ ψ−−(x)

∫ ∞
x

ψ2
−+(y)ψ2

++(y)q̇(y) + ψ1
−+(y)ψ1

++(y)ṙ(y)dy

We obtain

d

dt
T (z, q + tq̇, r + tṙ)|t=0 = lim

x→−∞
eizxψ̇(x) =

∫
−ψ2
−−ψ

2
++q̇ + ψ1

−−ψ
1
++ṙdy

and
δ

δq
T (z, q, r) = −ψ2

−−ψ
2
++,

δ

δr
T (z, q, r) = ψ1

−−ψ
1
++.

We observe that

G(z, q, r)L(z, q̃, r̃) = 1 +G(z, q, r)

(
0 q̃ − q

−(r̃ − r) 0

)
where the second summand on the right hand side is a trace class operator if
p, q ∈ L1. We calculate for Im z > 0

d

dt
det
(
G(z, q, r)L(z, q + tq̇, r + tṙ

)∣∣∣
t=0

= tr

(
G

(
0 q̇
−ṙ 0

))
=

∫
tr R2

[(
γ/2 α
β γ/2

)(
0 q̇
−ṙ 0

)]
dx

=

∫
βq̇ − αṙdx.

The left hand side can be rewritten as

det(G(z, q, r)L(z, 0, 0))
d

dt
detG(z, 0, 0)L(z, q + tq̇, r + tṙ)

∣∣∣
t=0

=

∫
βq̇ − αṙ

and we arrive at

d

dt
ln det(G(z, 0, 0)L(z, q + tq̇, r + tṙ) =

∫
βq̇ − αṙdx.

Since det(G(z, 0, 0)L(z, 0, 0)) = 1 we see that

(B.34) det

(
1 +G(z, 0, 0)

(
0 q
−r 0

))
= T (z, q, r)

on the upper half plane.
In the same fashion as above

dT

dz
= 2i

∫
ψ1
−−ψ

2
++dy

= i

∫
ψ2

++ψ
1
−− + ψ1

++ψ
2
−− − Tdy.

(B.35)

We arrive at
δ lnT

δq
= −

{
Tψ2
−+ψ

2
+− if Im z > 0

T−1ψ2
−−ψ

2
++ if Im z < 0
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δ lnT

δr
=

{
Tψ1
−+ψ

1
+− if Im z > 0

T−1ψ1
−−ψ

1
++ if Im z < 0

d

dz
lnT =


i

∫
T (ψ1

−+ψ
2
+− + ψ2

−+ψ
1
+−)− 1dx if Im z > 0

i

∫
T−1(ψ1

−−ψ
2
++ + ψ2

−−ψ
1
++)− 1dx if Im z < 0,

which finishes the proof. �

B.4. Embedding other hierarchies into the AKNS hierarchy. In this addi-
tional section we will show that the AKNS hierarchy contains the NLS (r = ±q̄),
and as a part of it, the real mKdV hierarchy. There is also the complex KdV hier-
archy which is obtained by setting r = 1, and the Gardner hierarchy related to the
Wadati Lax operator (see Subsection 3.4. In all cases we specialize the transmission
coefficient and their variational derivatives, study structural properties like symme-
try and relations between transmission coefficients for different Lax operators - the
most important being the connection between the Wadati operator and KdV via
the modified Miura map. Then we deduce real symplectic and Poisson structures
from the complex Poisson structure for AKNS and relate that in many cases to
Gardner Poisson structures. In particular we find three Hamiltonian structures for
KdV: The Gardner structure, the Magri structure, and the interpretation as AKNS
Hamiltonian vector field restricted to a subset of functions.

In fact, we could define the Gardner hierarchy resp. the generating function
T Gardner
−1 of the Gardner Hamiltonians and a study of their structure merely from our

knowledge on AKNS. In the end we took a shortcut to find the Gardner generating
functions by studying the good variables in more detail (see Lemma 3.6), but we
decided to keep the AKNS approach since it helps in understanding the various
connections between classical integrable hierarchies.

B.5. Complex KdV hierarchy. In Sections 2 and 3, we constructed the KdV
hierarchy by means of its transmission coefficient TKdV in the upper half-plane.
Now we consider the AKNS Lax operator

L(z, u, 1) =

(
−iz − ∂ u
−1 −iz + ∂

)
,

the Hamiltonians and the diagonal Green’s function evaluated at q = u and r = 1.
Note that the Lax operator is holomorphic in u. Taking a fresh start we now define

TKdV(z, u) = TAKNS(z, u, 1).

An intriguing consequence of the proposition below is that equations of the KdV
hierarchy can be understood as three different Hamiltonian evolutions

(1) As Hamiltonian equations with the Hamiltonian HKdV
n with respect to the

Gardner Poisson bracket.
(2) As Hamiltonian equations with the Hamiltonian HKdV

n with respect to the
Magri Poisson bracket.

(3) As restriction of the Hamiltonian equations with the Hamiltonian HAKNS
2n+2

with respect to the AKNS symplectic structure, restricted to the set (u, 1).
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Proposition B.10. A) Recursion relations. The functions log TKdV and β(z, u, 1)
are odd in z. We define HKdV

n (u) = 1
2H

AKNS
2n+3 (u, 1). The recursion relations can be

written as

γ = β′ − 2izβ, α =
1

2
(β′′ − 2izβ′ − 2uβ),

0 = β′′′ + 4(z2 − u)β′ − 2u′β, β′′′2n−1 − 4uβ′2n−1 − 2u′β2n−1 = −β2n+1.
(B.36)

where β,βn and their derivatives are evaluated at (z, u, 1).
B) Poisson brackets. Let z1, z2 ∈ C\R and n,m ∈ N. Then log TKdV(z1) and
log TKdV(z2) all Poisson commute with respect to the Gardner structure, whenever
TKdV is defined (i.e. when z1,2 is outside the spectrum). As a consequence HKdV

n ,
HKdV
m Poisson commute on sufficiently regular functions. The Gardner Poisson

brackets of β with log TKdV and HKdV
n satisfy

{ 1

β(z1)
, log TKdV(z2)

}
Gardner

=

∂
[ 1

β(z1)

δ

δu
log T (z2)

]
(2z1)2 − (2z2)2

,

{ 1

β(z)
, HKdV

n

}
Gardner

= −∂
[ 1

β(z)

δ

δu

n−1∑
m=−1

(2z)2(n−1−m)HKdV
m

](B.37)

and with

T KdV
N =

N∑
n=−1

HKdV
n (2z)2N−2n +

(2z)2N+3

2i
log TKdV,

we have (again with the Gardner bracket) for N ≥ 0,
(B.38)

{ 1

β(z1)
, T KdV
N (z2)

}
=

∂
[ 1

β

δ

δu

(
(2z2)2T KdV

N−1 (z2) +

N−1∑
m=−1

(2z1)2(N−m)HKdV
m

)]
(2z1)2 − (2z2)2

.

C) Hamiltonian structures. The three Hamiltonian structures (KdV with Gard-
ner Poisson structure, KdV with Magri Poisson structure and the restriction of the
even AKNS Hamiltonian vector field) are expressed by

2iz∂x
δ

δu
log TKdV = 2iz∂x

δ

δq
log TAKNS(z)

∣∣∣
(q,r)=(u,1)

=
δ

δr

(
log TAKNS(z) + log TAKNS(−z)

)∣∣∣
(q,r)=(u,1)

= (2iz)−1
(
∂(3) − 2(u∂ + ∂u)

) δ
δu

log TKdV

(B.39)

which implies the identification of the Gardner, Magri and AKNS Hamiltonian
vector fields

(B.40) ∂
δ

δu
HKdV
n = −i δ

δr
HAKNS

2(n+1)

∣∣∣
(q,r)=(u,1)

= −
(
∂(3) − 2(u∂ + ∂u)

) δ
δu
HKdV
n−1 .

Finally

(B.41)
δ

δq
(lnTAKNS(z) + lnTAKNS(−z))

∣∣∣
(u,1)

= 0,
δ

δq
HAKNS

2n

∣∣∣
(u,1)

= 0.
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Proof. A) Let φl be a left Jost function for L(z, u, 1). Then

(
φl,1 + 2izφl,2

φl,2

)
is a

left Jost function for L(−z, u, 1). This implies that log TKdV is an odd function of z,
and the same is true for β = − δ

δu log TKdV. Similarly φ2 satisfies −φ′′2 + uφ = z2φ

which shows that the definition of TKdV is consistent with the first subsection.
We solve the third equation in (B.10) for γ, substitute γ in the first equation and
solve for α to obtain the first two identities of (B.36). We substitute γ and α in
the second line in (B.10) to obtain the recursion equation for β. The asymptotic
expansion β ∼

∑
βn(2z)−n implies the last identity in (B.36).

B) From AKNS Poisson commutativity and (B.36),

0 =

∫
δ log TAKNS(z1)

δr

δ log TAKNS(z2)

δq
− δ log TAKNS(z1)

δq

δ log TAKNS(z2)

δr
dx
∣∣∣
(u,1)

= −
∫
α(z1)β(z2)− α(z2)β(z1) dx

=
1

2

∫
2iz1β

′(z1)β(z2)− 2iz2β
′(z2)β(z1) dx

= i

∫
(z1 + z2)β′(z1)β(z2) dx

= −i(z1 + z2)

∫
δ

δu
log TAKNS(z1, u, 1)∂x

δ

δu
log TAKNS(z2, u, 1) dx

∣∣∣
(u,1)

= −i(z1 + z2){log TKdV(z1), log TKdV(z2)}Gardner.

Poisson commutation of log TKdV(z1) and log TKdV(z2) implies Poisson commuta-
tion of log TKdV(z), HKdV

n and HKdV
m .

We turn to (B.37). We specialize (B.16) to deduce for the AKNS Poisson brack-
ets, {

β(z1), log TAKNS(z2)
}∣∣∣

(u,1)
=
β′(z1)β(z2)− β′(z2)β(z1)

2(z1 − z2)
− iβ(z1)β(z2),

and a similar formula for log TAKNS(−z2). Summing these two, the term iβ(z1)β(z2)
drops out since β is odd in z2. Now we claim that for G(u) = F (u, 1) where
F = F (q, r), we have

{F, log T (z) + log T (−z)}|(u,1) = 2z{G, log TKdV(z)}Gardner

Indeed, let A(z) = log T (z) + log T (−z). We will later see that by (B.39),

2iz∂
δ

δu
log TKdV =

δ

δr
A(z)|(u,1),

and by (B.41) δ
δqA(z)|(u,1) = 0. Thus

{F, log T (z) + log T (−z)}|(u,1) =
1

i

∫
δF

δq

δA

δr
− δF

δr

δA

δq
dx|(u,1)

=
1

i

∫
δG

δu
2iz∂

δ

δu
log TKdV(z) dx

= 2z{G, log TKdV}Gardner.

Applying this to β(z1) = F shows

{β(z1), log TKdV(z2)}Gardner =
2

4z2
1 − 4z2

2

(β′(z1)β(z2)− β′(z2)β(z1)),
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and we arrive at the first part of (B.37) by using{ 1

β
, log T

}
Gardner

=
−1

β2
{β, log T}Gardner.

The second part of (B.37) follows by using the asymptotic expansion. We turn to
the proof of (B.38) which we prove inductively. For N = 0, the claim holds as can
be seen using (B.37) directly. Now since

TN+1(z2) = −(2z2)2TN (z2) +HN+1,

we have

{β−1, TN+1(z2)} =
−(2z2)2∂

[
1
β
δ
δu

(
(2z2)2T KdV

N−1 +
∑N−1
m=−1(2z1)2(N−m)HKdV

m

)]
(2z1)2 − (2z2)2

− ∂
(
β−1

N∑
m=−1

δ

δu
(2z1)2(N−m)Hm

)

=
∂
[

1
β
δ
δu

(
(2z2)2T KdV

N − (2z2)2
∑N
m=−1(2z1)2(N−m)HKdV

m

)]
(2z1)2 − (2z2)2

+
∂
[
β−1(−(2z1)2 + (2z2)2)

∑N
m=−1

δ
δu (2z1)2(N−m)Hm

]
(2z1)2 − (2z2)2

=
∂
[
β−1

(
(2z2)2T KdV

N − (2z1)2
∑N
m=−1

δ
δu (2z1)2(N−m)Hm

)]
(2z1)2 − (2z2)2

,

which is the right-hand side of (B.38) for N + 1.
C) The first identity of (B.39) is the definition. The second identity can be

equivalently written as

−2izβ′ = α(z) + α(−z)

which follows from the second equation of (B.36) and the observation that the first
and the last term on the right hand side are odd. The identity of the left hand
side and the right hand side in (B.39) is equivalent to the third line in (B.36). The
asymptotic series give (B.40). The last identity (B.41) is a direct consequence of
the fact that β is odd. �

B.6. Defocusing NLS hierarchy. The defocusing NLS hierarchy contains the
(complex) mKdV hierarchy as the even part, and hence also the real mKdV hier-
archy. The relations between the hierarchies are interesting in themselves, but we
will not use them outside of this subsection.

The defocusing NLS hierarchy is the case r = q̄. We choose the standard real
symplectic form

ω(f, g) = Im

∫
fḡ − gf̄dx

and define

TNLS(z, q) = TAKNS(z, q, q̄).
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Proposition B.11. A) The transmission coefficient. The transmission coef-
ficient has the following properties

1 =TNLS(z, q)TNLS(z̄, q),

log TNLS(z, q) = − log TNLS(z̄, q),

γ(z, q, q̄) = γ(z̄, q, q̄)

β(z, q, q̄) =α(z̄, q, q̄)).

(B.42)

B) The recursion formula. The following identities hold

γ′(z) = 2(qα(z̄) + q̄α(z)), α′ = −2izα+ qγ,

hence Hn ∈ R, γn(x) ∈ R, αn = β̄n and γ′n = 4 Re(qᾱn) and

αn+1 = iα′n − iqγn.

As a consequence the Hamiltonian flow of Hn preserves the structure r = q̄.

Proof. Let φl(z, q, q̄) be a Jost solution. Then also

(
φ̄2
l

φ̄1
l

)
is a Jost solution to the

spectral value z̄. This implies the first line and the second line in (B.42). Since

(L(z, q, q̄))∗ = −L(z̄, q, q̄)

we obtain α(z) = β(z̄) which implies the remaining assertions. �

It is remarkable that the fourth equation is the complex mKdV equation

qt + qxxx − 6|q|2qx = 0.

We note that unlike in the case of real potentials, we do not expect to be able
to write the even flows with respect to the Gardner Poisson structure. This can
already be seen from the complex defocusing mKdV flow, since |q|2qx can in general
not be written as a total derivative, and hence not as Hamiltonian equations with
respect to the Gardner structure.

B.7. Defocusing real mKdV. The real defocusing mKdV hierarchy is a special
degenerate version of the Gardner hierarchy. This is the case r = q = v with real
valued functions v. It is a special case of the NLS hierarchy, note however that
real functions are contained in a Lagrangian subspace of the symplectic form, i.e.
it vanishes identically on it. The relevant Poisson structure is the Gardner Poisson
structure. The recursion relations allow to relate the symplectic structure of the
AKNS hierarchy to the Gardner Poisson structure of mKdV (in particular to deduce
Poisson commutation of log T with respect to the Gardner Poisson structure from
the Poisson commutation of log T for the AKNS structure. The mKdV hierarchy
is connected to the KdV hierarchy via the Miura map. This is useful, however it
is difficult to work with it, since it is not even a local diffeomorphism from L2 to
H−1, see [31]. We define

TmKdV(z, v) = TAKNS(z, v, v) (= TNLS(z, v)).

Proposition B.12. A) Properties of the transmission coefficient. The gen-
erating function lnTmKdV is odd and real on the imaginary axis. Moreover

(B.43) TmKdV(z, v) = TKdV(z, vx + v2).
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We define HmKdV
n (v) = HKdV

n−1 (vx + v2) so that

lnTmKdV ∼ −2i

∞∑
n=0

HmKdV
n (2z)−1−2n.

B) Recursion relations. The functions α, β and γ are real on the imaginary
axis. α − β is odd and γ and α + β are even, and α(z) = β(−z). The recursion
formula can be written as

(α+ β)′′ = −4z2(α+ β) + 2(vγ)′,

(α− β)′ = −2iz(α+ β),

γ′ = 2v(α+ β),

α2n+2 + β2n+2 = (α2n + β2n)′′ − 2(vγ2n)′,

γ′2n = 2v(α2n + β2n).

(B.44)

C) Poisson brackets. Let z1, z2 ∈ C\R, n,m ∈ N. The transmission coefficient
TmKdV(z1), TmKdV(z2), HmKdV

n and HmKdV
m all Poisson commute with respect to

the Gardner Poisson structure. The Magri structure and Gardner structure are
related by

(B.45)
{
f(vx + v2), g(vx + v2)

}
Gardner

=
{
f, g
}

Magri

∣∣
vx+v2

.

D) Hamiltonian structures. The relation between the mKdV flows, KdV flows
and the even AKNS flow is expressed by

−2iz
( δ
δr
− δ

δq

)
log TAKNS

∣∣∣
(z,v,v)

= ∂
δ

δv
log TmKdV = ∂(−∂ + 2v)

δ

δu
log TKdV

∣∣∣
vx+v2

,

δ

δq
HAKNS

2(n+1)|(z,v,v) =
δ

δr
HAKNS

2(n+1)|(z,v,v) = ∂
δ

δv
HmKdV
n (v) = ∂(−∂ + 2v)

δ

δu
HKdV
n−1

∣∣∣
vx+v2

.

(B.46)

Moreover, we have the following chain rule for the time derivative

(B.47) (∂ + 2v)∂
δ

δv
log TmKdV = 4z2∂

δ

δu
log TKdV

∣∣
vx+v2

In particular, u = vx + v2 solves the nth KdV equation whenever v solves the nth
mKdV equation, and v solves the nth mKdV equation if and only if (v, v) satisfies
the 2(n+ 1)th AKNS Hamiltonian equation.

Proof. A) Let φl be a left Jost function for L(z, v, v). Then ψ = φ1
l + φ2

l satisfies

(−z2 − ∂2 + v2 + vx)ψ = 0

and hence by inverting the reasoning from the KdV case,(
(φ1
l + φ2

l )
′ − iz(φ1

l + φ2
l )

φ1
l + φ2

l

)
is a left Jost function for L(z, vx + v2, 1). Thus

TmKdV(z, v) = TKdV(z, vx + v2).

In particular lnTmKdV and α− β = δ
δwT

mKdV are odd in z. Specializing the sym-
metries of defocusing NLS (B.42) to q = q̄ = v, we see that α(iτ, v, v) = β(−iτ, v, v)
and γ(iτ, v, v) = γ(−iτ, v, v). Combining these facts we find that α(iτ) +β(iτ) and
γ(iτ) are even. Since α and β are holomorphic also α(z) + β(z) and γ(z) are even.
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B) The recursion relations are an immediate consequence of A) and the recursion
relations for the NLS hierarchy.

C) The Poisson commutativity holds, because

0 =

∫
δ log TAKNS(z1)

δq

δ log TAKNS(z2)

δr
− δ log TAKNS(z1)

δr

δ log TAKNS(z2)

δq

= −
∫
β(z1)α(z2)− α(z1)β(z2)

=
1

2

∫
−(α+ β)(z1)(α− β)(z2) + (α− β)(z1)(α+ β)(z2)

=
( 1

2iz1
+

1

2iz2

)∫
(α− β)′(z1)(α− β)(z2)

=
i(z1 + z2)

2z1z2

∫
δ

δv
TmKdV(z1, v)∂x

δ

δv
TmKdV(z2, v, v)

=
i(z1 + z2)

2z1z2

{
log TmKdV(z1), log TmKdV(z2)

}
Gardner

.

Moreover, from the operator identity

(B.48) (−∂3 + 4(vx + v2)∂ + 2(vx + v2)x) = (∂ + 2v)∂(−∂ + 2v),

we see{
f, g
}

Magri
=

∫
(−∂+ 2v)

δ

δu
f∂(−∂+ 2v)

δ

δu
gdx =

{
f(vx + v2), g(vx + v2)

}
Gardner

.

D) The first part of the first identity in (B.46) is just a consequence of the second
recursion relation (B.44). The identity

(∂ + 2v)(α(z, v, v) + α(−z, v, v)) = 2iz∂β(z, u, 1),

is an equivalent formulation of the second part of the first identity in (B.46). It is a
consequence of the second recursion relation (B.44) to which we apply the operator
(∂+ 2v), use the chain rule and (B.48). The second identity of the first line follows
by the chain rule, and the second line spells the conseqences out for the aymptotic
series. Using the second equality in (B.46), the operator identity (B.48) and the
Lenard recursion, the last equality follows. �

We specialise Theorem B.9 to q = r ∈ R and obtain the following

Lemma B.13. The mKdV Hamiltonian HmKdV
n (v) = 1

2H
AKNS
2n+1 (v, v) can be written

as an integral over a sum of homogeneous differential polynomials

HmKdV
n (v) =

1

2

∫
|v(n)|2dx+

2n+2∑
k=2

∫
emKdV
n,k dx

where emKdV
n,j is a sum of monomials of degree 2n + 2, homogeneity 2k and weight

2(n+ 1−k), each factor in the monomials having order at most [(n+ 1−k)/2] + 1.
Moreover

emKdV
n,2n+2 =

1

2(2n+ 1)

(
2n+ 2

n+ 1

)
v2n+2.
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Appendix C. Hamiltonians, Equations and Recursions

For convenience, we list here some of the equations and Hamiltonians of the
hierarchies contained in the AKNS hierarchy. Recall, (B.23),

γ′n = 2(qβn + rαn),

αn+1 = iα′n − iqγn,
βn+1 = −iβ′n + irγn

with γ0 = 1, α0 = β0 = 0, and the alternative equation for γ

2γn =

n−1∑
k=1

4αkβn−k − γkγn−k.

The first few iterates are

α0 = 0, β0 = 0, γ0 = 1,

α1 = −iq, β1 = ir, γ1 = 0,

α2 = q′, β2 = r′, γ2 = 2qr,

α3 = iq′′ − 2iq2r, β3 = −ir′′ + 2ir2q, γ3 = −2i(qr′ − q′r),
α4 = −q′′′ + 6qq′r, β4 = −r′′′ + 6rr′q, γ4 = −2(qr′′ + rq′′ − q′r′) + 6q2r2,

α5 = −i(q(4) − 8qq′′r − 6(q′)2r − 4qq′r′ − 2q2r′′ + 6q3r2),

β5 = i(r(4) − 8rr′′q − 6(r′)2q − 4rr′q′ − 2r2q′′ + 6r3q2),

γ5 = −2i(q′′′r − r′′′q − q′′r′ + r′′q′ + 6(−qq′r2 + rr′q2))

γ6 = 2[qr(4) + rq(4) − (q′r′′′ + q′′′r′) + q′′r′′]

− 10((q′)2r2 + q2(r′)2)− 20(q2rr′′ + r2qq′′) + 20q3r3

For the first Hamiltonians we construct the functional antiderivatives by hand and
find

HAKNS
1 =

∫
qr dx,

HAKNS
2 = − i

2

∫
qr′ − q′r dx = −i

∫
qr′ dx,

HAKNS
3 =

∫
q′r′ + q2r2 dx,

HAKNS
4 = − i

2

∫
q′r′′ − q′′r′ + 3(q2rr′ − r2qq′) dx = −i

∫
q′r′′ + 3q2rr′ dx,

HAKNS
5 =

∫
q′′r′′ +

3

2
(q2)′(r2)′ + ((qr)′)2 + 2q3r3.
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C.0.1. Complex KdV. We set r = 1. Then,

α0 = 0, β0 = 0, γ0 = 1,

α1 = −iq, β1 = i, γ1 = 0,

α2 = q′, β2 = 0, γ2 = 2q,

α3 = iq′′ − 2iq2, β3 = 2iq, γ3 = 2iq′,

α4 = −q′′′ + 6qq′, β4 = 0, γ4 = −2q′′ + 6q2,

α5 = −i(q(4) − 6(q′)2 − 8qq′′ + 6q3), β5 = −i(2q′′ + 6q2), γ5 = 2i(−q′′′ + 6qq′)

C.0.2. Defocusing NLS, complex mKdV. We set r = q̄. Then,

α0 = 0, β0 = 0, γ0 = 1,

α1 = −iq, β1 = iq̄, γ1 = 0,

α2 = q′, β2 = q̄′, γ2 = 2|q|2,
α3 = iq′′ − 2i|q|2q, β3 = −iq̄′′ + 2i|q|2q̄, γ3 = 4 Im(qq̄′),

α4 = −q′′′ + 6|q|2q′, β4 = −q̄′′′ + 6|q|2q̄′, γ4 = −2(2 Re(qq̄′′)− |q′|2) + 6|q|4,

α5 = −i(q(4) − 8|q|2q′′ − 6(q′)2q̄ − 4q|q′|2 − 2q2q̄′′ + 6|q|4q),

β5 = i(q̄(4) − 8|q|2q̄′′ − 6(q̄′)2q − 4q̄|q′|2 − 2q̄2q′′ + 6|q|4q̄),
γ5 = 4 Im(q′′′q̄ − q′′q̄′) + 12 Im(|q|2qq̄′)

and

H1 =

∫
|q|2 dx,

H2 = Im

∫
qq̄′ dx,

H3 =

∫
|q′|2 + |q|4 dx,

H4 = Im

∫
q′q̄′′ + 3|q|2qq̄′ dx,

H5 =

∫
|q′′|2 +

3

2
|(q2)′|2 + ((|q|2)′)2 + 2|q|6.

C.0.3. Defocusing real mKdV. We set r = q ∈ R. Then,

α0 = 0, β0 = 0, γ0 = 1,

α1 = −iq, β1 = iq, γ1 = 0,

α2 = q′, β2 = q′, γ2 = 2q2,

α3 = iq′′ − 2iq3, β3 = −iq′′ + 2iq3, γ3 = 0,

α4 = −q′′′ + 6q2q′, β4 = −q′′′ + 6q2q′, γ4 = −2(2qq′′ − (q′)2) + 6q4,

α5 = −i(q(4) − 10q2q′′ − 10(q′)2q + 6q5),

β5 = i(q(4) − 10q2q′′ − 10(q′)2q + 6q5), γ5 = 0
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and

H1 =

∫
q2 dx, H2 = 0,

H3 =

∫
(q′)2 + q4 dx, H4 = 0,

H5 =

∫
(q′′)2 + 10q2(q′)2 + 2q6.

C.0.4. Gardner. We set q = w, r = w + 2τ0 ∈ R. Then,

α0 = 0, β0 = 0, γ0 = 1,

α1 = −iw, β1 = i(w + 2τ0), γ1 = 0,

α2 = w′, β2 = w′, γ2 = 2w(w + 2τ0),

α3 = iw′′ − 2iw2(w + 2τ0), β3 = −iw′′ + 2i(w + 2τ0)2w, γ3 = 4iτ0w
′,

α4 = −w′′′ + 6w2w′ + 12τ0ww
′, β4 = −w′′′ + 6w2w′ + 12τ0ww

′,

γ4 = −2(2τ0w
′′ − (w′)2) + 6w2(w + 2τ0)2,

α5 = −i(w(4) − 8ww′′(w + 2τ0)− 6(w′)2(w + 2τ0)

− 4w(w′)2 − 2w2w′′ + 6w3(w + 2τ0)2),

β5 = i(w(4) − 8(w + 2τ0)w′′w − 6(w′)2w

− 4(w + 2τ0)(w′)2 − 2(w + 2τ0)2w′′ + 6(w + 2τ0)3w2),

γ5 = −2i(2τ0w
′′′ + 6(−ww′(w + 2τ0)2 + (w + 2τ0)w′w2))

and the Hamiltonians HWadati
n (w, τ0) = HAKNS

n (w,w + 2τ0) become

HWadati
1 =

∫
w2 + 2τ0w dx,

HWadati
2 = 0,

HWadati
3 =

∫
(w′)2 + w4 + w2(w + 2τ0)2 dx,

HWadati
4 = 0,

HWadati
5 =

∫
(w′′)2 +

3

2
(w2)′((w + 2τ0)2)′ + ((w(w + 2τ0))′)2 + 2w3(w + 2τ0)3.

The Gardner Hamiltonians HGardner
n−1 (w, τ0) = 1

2H
Wadati
2n+1 (w, τ0)−4τ2

0H
Gardner
n−1 (w, τ0)

if n ≥ 1 are

HGardner
0 =

∫
w2 dx,

HGardner
1 =

∫
w2
x + w4 + w4 + 4τ0w

3,

HGardner
2 =

∫
w2
xx + 10w2w2

x + 2w6 + 4τ0(5ww2
x + 3w5) + 24τ2

0w
4 dx.
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