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A FULLY PARALLELIZED AND BUDGETED MULTI-LEVEL MONTE CARLO METHOD AND THE APPLICATION TO ACOUSTIC WAVES

NIKLAS BAUMGARTEN†, SEBASTIAN KRUMSCHEID‡, AND CHRISTIAN WIENERS§

Abstract. We present a novel variant of the multi-level Monte Carlo method that effectively utilizes a reserved computational budget on a high-performance computing system to minimize the mean squared error. Our approach combines concepts of the continuation multi-level Monte Carlo method with dynamic programming techniques following Bellman’s optimality principle, and a new parallelization strategy based on a single distributed data structure. Additionally, we establish a theoretical bound on the error reduction on a parallel computing cluster and provide empirical evidence that the proposed method adheres to this bound. We implement, test, and benchmark the approach on computationally demanding problems, focusing on its application to acoustic wave propagation in high-dimensional random media.
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1. Introduction. Being certain about an outcome of any physical, technical or economical process comes with a cost. This cost manifests in several ways and often includes conducting extensive research, data collection, analysis, and employing sophisticated modeling or simulation techniques. Furthermore, achieving certainty may involve dealing with extremely complex systems in high dimensions and intricate mathematical models which may require the usage of highly advanced and resource-intensive computational technologies.

In this paper, we investigate the computational aspects associated with the cost of certainty, specifically the cost involved in quantifying uncertainty. To address this problem, we propose an integrated framework that combines multi-level Monte Carlo (MLMC), finite element (FE), and dynamic programming (DP) methods. In particular, we introduce a fully parallelized and budgeted variant of the multi-level Monte Carlo method, named as Budgeted MLMC (BMLMC) method. Additionally, we present novel parallelization concepts to handle substantial computational loads.

In recent years, the combination of MLMC and FE methods has been successfully applied to partial differential equations (PDEs) involving random parameters. Notable instances include elliptic PDEs [2, 7, 16, 17, 18, 19, 55] as well as hyperbolic PDEs [6, 31, 40, 41, 42, 43, 44]. The MLMC-FE method provides significant computational efficiency, enabling the achievement of desired accuracy levels while considerably reducing computational requirements compared to a single-level Monte Carlo (MC) method. Despite the existence of alternative uncertainty quantification (UQ) methods, such as stochastic collocation (SC) [3, 4, 46, 45], quasi-Monte Carlo (QMC) techniques [14, 30, 52], as well as various multi-level and multi-index variants described in [34, 35, 38, 54], the MLMC method is a popular choice due to its non-
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intrusive implementation and the moderate assumptions it imposes on the problem and the employed discretization.

The problems that can be addressed using the method proposed in this paper fall under the domain of forward UQ methods. These problems typically involve solving linear or nonlinear partial differential equations (PDEs) with random input data. In our study, we specifically concentrate on the application of the method to acoustic wave equations in random media. This particular model is of high significance in applications such as seismic imaging and geophysics. As a hyperbolic PDE, it presents unique challenges, including issues related to low regularity, stability conditions, and the handling of high-dimensional random input data.

To tackle this challenge, we developed a high-performance computing (HPC) approach and drew inspiration from previous works such as [44, 57], which address similar problems using MLMC methods. Additionally, we refer to studies such as [11, 20, 24, 36], which focus on different discretization techniques for this particular problem. However, the size of the resulting discrete model, the number of required samples, and the diverse array of solution approaches prompted us to explore new strategies for distributing the computational workload and effectively managing the interplay of all algorithms involved. Consequently, our research and contributions can be summarized by the following three points.

**Budgeted multi-level Monte Carlo method.** We present a novel budgeted variant of the MLMC method which we call BMLMC method. In the classical MLMC framework described in [7, 18, 17, 27, 28, 55], a desired tolerance for the total root mean squared error (RMSE), denoted as \( \epsilon > 0 \), is selected. Subsequently, a sequence of samples is generated either based on knowledge of the solution’s regularity or by adaptive methods, such as the Continuation MLMC (CMLMC) method [19, 29]. The objective of the adaptive methods is minimizing the overall computational cost while achieving the specified tolerance. In contrast, the BMLMC method is designed to minimize the RMSE and to operate within a given cost budget denoted as \( B > 0 \). The cost and the budget are specifically measured in units of CPU seconds. A similar approach is also taken by the multi-fidelity method [49] and the unbiased estimation in [51]. This point of view is motivated in the context of this work by two key reasons.

In HPC applications, it is customary to allocate a cost budget to secure a spot in the queue of an HPC cluster. In our notation, this is represented as \( B = |P| \cdot T_B \), where \( |P| \) corresponds to the total number of processing units, and \( T_B \) represents the time budget. Even with a priori knowledge about the solution’s regularity, the convergence rates, the parallelization strategies and the computational infrastructure, determining the tolerance \( \epsilon \) that can be achieved with a budget \( B \) remains an NP-hard task. Thus, it is more natural in HPC applications to replace the predefined tolerance \( \epsilon \) with a predefined budget \( B \) and allow the method to determine the smallest achievable \( \epsilon \) while fully utilizing the budget. This approach aligns with the practical requirements and constraints encountered in HPC scenarios.

Furthermore, employing a budgeted algorithm enables us to address the question of determining the optimal algorithm stack for a given problem. Specifically, we aim to identify the algorithm stack that yields the smallest error while utilizing the same computational resources. We can investigate this question empirically by conducting experiments where various algorithms, e.g., different time stepping methods, are evaluated using an equal budget, and subsequently comparing the resulting error estimates. This empirical analysis allows us to make informed decisions regarding the selection of algorithm combinations that optimize the trade-off between computational resources and the achieved accuracy.
In order to implement our method, we introduce the reserved computational budget as an additional constraint, effectively transforming the problem into a knapsack problem. To solve this knapsack problem, we decompose it into multiple subproblems, each of which is solved under an optimality condition. Specifically, we combine the Continuation MLMC (CMLMC) method [19] with dynamic programming techniques, allowing us to address the problem without any prior knowledge of its specific characteristics or computational complexity. The method proves to be highly robust and performant, and can be widely applied to a general class of PDEs in conjunction with the proposed parallelization strategy.

**Parallelization Strategy.** Parallelization is an omnipresent challenge in various applications, including manufacturing, logistics, and computer networks. The load distribution of MLMC methods has already been addressed in prior work, such as [5, 25, 53, 56]. However, our parallelization in this study offers a distinguishing feature compared to most of the previous work by being done on a single distributed data structure. This technical choice allows for a more efficient and adaptable load distribution.

In our proposed parallelization scheme, we leverage a multi-mesh parallelism on distributed memory, which can be applied not only to arbitrary FE spaces but also to other non-intrusive UQ algorithms beyond MLMC. The key idea is to assemble large algebraic systems on distributed memory across multiple computing nodes, while dynamically adapting the system’s structure based on the number of samples that need to be computed. This integrated approach seamlessly combines FE with UQ methods, resulting in a highly efficient implementation that fully exploits hardware capabilities without compromising the non-intrusive nature of UQ methods. We refer to this parallelization strategy throughout the paper as multi-sample finite element method (MS-FEM).

By adopting this parallelization strategy, we achieve a highly adaptive and hardware proximal implementation, providing significant computational benefits by minimizing the communication overhead and processor idling. In summary, our parallelization approach offers a novel perspective on distributing computational load and demonstrates its effectiveness in enhancing the performance of UQ algorithms, including the MLMC method.

**Numerical Experiments and Software.** Lastly, this paper provides a concise insight into the developed software, M+++ [59], along with a range of automated numerical experiments. An essential aspect of our implementation is its flexibility, as the methodology can be seamlessly integrated with arbitrary FE and other non-intrusive UQ methods. Consequently, our approach allows for the unified application of these methods to elliptic, parabolic, and hyperbolic PDEs [8, 9], although our focus in this paper is specifically on the application of the BMLMC method to the acoustic wave equation.

It is worth noting that the empirical investigations concerning the algorithm stack have been meticulously conducted using a fully automated approach via a continuous delivery pipeline, ensuring the reproducibility and potential improvement of the presented results. In particular, we describe experiments performed within our framework that encompass the parallelization, model assessment, and methodology evaluation.

**Outline.** The paper is structured as follows. In Section 2 we establish the notation, state the underlying assumptions, and present the classical MLMC method. Subsequently, we derive the BMLMC method using dynamic programming techniques. Notably, we also demonstrate in this section that any parallel and adaptive implementation of an MLMC method inherently contains an error contribution that cannot
be eliminated by increasing the number of processing units. Section 2 is designed to be independent of the specific application, making it applicable to other problems as well. In Section 3, we discuss details of the multi-sample finite element method (MS-FEM), which represents an ideal fit for the requirements of the BMLMC method, offering a highly adaptive and efficient parallelization strategy. We provide an explanation of how we define a multi-sample discontinuous Galerkin (dG) finite element space, which serves as the basis for the subsequent discussion on the discretization of the acoustic wave equation under uncertainty in Section 4. Specifically, we introduce a semi-discrete dG system solved with implicit time-stepping methods in the time domain. Section 5 presents numerical results achieved using the proposed framework. We conclude with a comprehensive discussion and an outlook on further work in Section 6.

2. A Budgeted Multi-level Monte Carlo Method. In this section, we present the budgeted multi-level Monte Carlo (BMLMC) method along with novel approaches for determining the optimal load distribution among a given set of processing units. We begin by establishing the notation and outlining the main assumptions on the stochastic model in Subsection 2.1. Next, in Subsection 2.2, we provide an overview of the classical multi-level Monte Carlo method [27, 28]. Subsection 2.3 focuses on implementation techniques [19, 29] that are utilized in conjunction with dynamic programming (DP) to develop the BMLMC method, as described in Subsection 2.4. Finally, in Subsection 2.5, we explain the resulting algorithm as a distributed state machine, leveraging adaptive parallelization techniques and show that the error of any parallel and adaptive implementation of the MLMC method obeys a bound with respect to the computing time and the amount of processing units.

2.1. Assumptions and Notation. In the following, we consider a bounded polygonal domain \( D \subset \mathbb{R}^D \) with spatial dimension \( D \in \{1, 2, 3\} \), and a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). We are interested in solving PDEs with uncertainly determined input data, i.e., models of the form \( \mathcal{L}(\omega, x)u(\omega, x) = b(\omega, x) \), where \( \omega \in \Omega \) corresponds to a specific outcome in the probability space and \( u(\omega, x) \) represents the solution of the PDE at spatial location \( x \in D \). The differential operator \( \mathcal{L}(\omega, x) \) depends on the input data and acts on the solution \( u(\omega, x) \), while \( b(\omega, x) \) is a forcing term on the PDE. Later in this work, we also consider time dependent PDE models, which however, relax to the above formulation for a fixed time point. Thereby, the time dependence is neglected throughout this section. For each \( \omega \in \Omega \), the solution lies in a separable Hilbert space \( V \). Additionally, we consider a bounded functional \( Q(\omega) := Q(u(\omega, x)) \) that represents a quantity of interest (QoI) of the solution.

As a start, we consider the objective of the method as to estimate the expected value of \( Q \) with a prescribed level of accuracy by approximating the PDE using a FE solution \( u_\ell(\omega) \in V_\ell \) and employing an MC method to approximate the expectation. In this context, \( V_\ell \) represents a discrete FE space at level \( \ell \) and \( u_\ell(\omega, x) \) solves the discrete problem \( \mathcal{L}_\ell(\omega, x)u_\ell(\omega, x) = b_\ell(\omega, x) \). A specific study of such a system is given in Section 4 in form of the acoustic wave equation discretized with non-conforming dG elements. Furthermore, we denote by \( Q_\ell(\omega) := Q(u_\ell(\omega, x)) \) the quantity of interest (QoI) defined on \( V_\ell \) and give samples the index \( m \), i.e., \( u_\ell(\omega^{(m)}, x) \) represents the FE solution computed using input data corresponding to \( \omega^{(m)} \). To numerically represent the input, we make the following assumption.
Assumption 2.1. We rely on the finite dimensional noise assumption (FDNA): the space of outcomes $\Xi$ of any random field $Y : \Omega \times D \to \Xi$ is of finite dimension $K$, i.e., any sample can be represented by a vector $y^{(m)} = (y_1, \ldots, y_K)^T \in \Xi \subset \mathbb{R}^K$.

By the FDNA, we can express samples of the input data by the vector $y^{(m)} \in \mathbb{R}^K$, so that we simply write $u_\ell^{(m)} := u_\ell(y^{(m)}, x)$ and $Q_\ell^{(m)} := Q_\ell(y^{(m)})$.

A Monte Carlo method for a FE solution estimates the expected value of a QoI depending on independent and identically distributed (iid) samples $y^{(m)} \in \Xi \subset \mathbb{R}^K$ drawn from the distribution of the input data.

Computing $Q_\ell(y^{(m)})$ requires to solve a PDE with a FE method and thereby is a costly and inexact evaluation admitting a discretization error $\text{err}_{\text{disc}}$. Thus, estimating the expected value comes with an estimator bias induced by the FE method giving a mean squared error (MSE)

$$\text{err}_{\text{MSE}} = \mathbb{E} \left[ (\hat{Q}_\ell - \mathbb{E}[Q])^2 \right] = \frac{1}{M} \sum_{m=1}^M Q_\ell(y^{(m)}) =: \hat{Q}_\ell,$$

where $\mathbb{V}[Q_\ell]$ is the variance of the random variable $Q_\ell$ and the corresponding root mean squared error (RMSE) is given by $\text{err}_{\text{RMSE}} = \sqrt{\text{err}_{\text{MSE}}}$.

To link the admitted error and the computational cost, we introduce the following definition of a cost-measure.

**Definition 2.2 (ε-time, ε-cost and cost-measure).** For given $\epsilon > 0$, the computing time to achieve a root mean squared error $\text{err}_{\text{RMSE}} \leq \epsilon$ is the ε-time $T_\epsilon$. The ε-cost $C_\epsilon = |\mathcal{P}| \cdot T_\epsilon$ is the corresponding computational cost on a parallel machine, where $|\mathcal{P}|$ is the total count of involved processing units.

On a serial machine the ε-cost simplifies to $C_{\epsilon,s} = T_\epsilon$. Since the classical theory of MLMC methods does not consider parallel machines, the methods in subsections 2.2–2.3 are formulated for a serial ε-cost.

Clearly to bound (2.2) and the total computational cost, we have to assume that we can control the FE error with respect to the discretization parameter $h_\ell$ and that the computational cost to evaluate the FE solution for a single sample $C(Q_\ell(y^{(m)}))$ is finite. Combined with the third assumption given below, we can express a bound for the total computational cost of the MLMC method with respect to the target RMSE $\epsilon$ in the next section.

Assumption 2.3. Suppose the approximation scheme to compute $Q_\ell$ satisfies

\begin{align}
|\mathbb{E}[Q_\ell - Q]| &\leq c_\alpha h_\ell^\alpha, \\
\mathbb{V}[Q_\ell - Q_{\ell-1}] &\leq c_\beta h_\ell^\beta, \\
C(Q_\ell(y^{(m)})) &\leq c_\gamma h_\ell^{-\gamma}
\end{align}

with $\alpha, \beta, \gamma > 0$ and $c_\alpha, c_\beta, c_\gamma > 0$ independently on $\ell$.

2.2. Introduction to Multi-level Monte Carlo methods. The underlying idea of the MLMC method is to construct a model hierarchy for the imposed problem. In FE applications, this can be done with nested meshes $\{M_\ell\}_{\ell=0}^L$ with decreasing mesh widths, e.g. $h_\ell = 2^{-\ell} h_0$, for the discretization on level $\ell = 0, \ldots, L$. The goal
is to reduce the number of evaluations of the model on the finest level as much as possible and to minimize the overall estimator variance. For a fixed finest level \( L \), the expected value of \( Q_L \) can be written as a telescoping sum over the levels

\[
E[Q_L] = E[Q_0] + \sum_{\ell=1}^{L} E[Q_\ell - Q_{\ell-1}] = \sum_{\ell=0}^{L} E[Y_\ell], \quad Y_0 := Q_0, \quad Y_\ell := Q_\ell - Q_{\ell-1}.
\]

Each expected value of \( Y_\ell \) in the telescoping sum is now estimated individually with a MC method, resulting in the MLMC estimator

\[
\hat{Q}_{\{M_\ell\}_{\ell=0}^{L}}^{\text{MLMC}} = \sum_{\ell=0}^{L} \hat{Y}_\ell, \quad \hat{Y}_\ell = \frac{1}{M_\ell} \sum_{m=1}^{M_\ell} Y_\ell(y^{(m)}),
\]

where \( \{M_\ell\}_{\ell=0}^{L} \) denotes a sequence for the number of samples on each level. It is important that every \( Y_\ell(y^{(m)}) = Q_\ell(y^{(m)}) - Q_{\ell-1}(y^{(m)}) \) uses the same sample \( y^{(m)} \in \Xi \) for two different meshes. Since all the expected values \( E[Y_\ell] \) are estimated independently, the variance of the MLMC method can be quantified on each level individually and with this, we obtain for the mean squared error

\[
\text{err}_{\text{MSE}} \left( \hat{Q}_{\{M_\ell\}_{\ell=0}^{L}}^{\text{MLMC}} \right) = \sum_{\ell=0}^{L} \frac{1}{M_\ell} V[Y_\ell] + E[Q_\ell - Q_L]^2,
\]

cf. [18]. Assuming we want to achieve a MSE of \( \epsilon^2 \), i.e., an RMSE tolerance of \( \epsilon \), we can reach this accuracy with \( \theta \in (0, 1) \), if

\[
E[Q_\ell - Q_L]^2 < (1 - \theta)\epsilon^2 \quad \text{and} \quad V \left[ \hat{Q}_{\{M_\ell\}_{\ell=0}^{L}}^{\text{MLMC}} \right] < \theta \epsilon^2.
\]

The parameter \( \theta \) can thereby be used to tune the variance bias trade-off in order to favor the minimization of one term over the other. Numerical experiments have shown that for our particular application \( \theta = 0.5 \) is a sufficient choice [8].

Quantitatively, the computational cost of the method is given by

\[
C \left( \hat{Q}_{\{M_\ell\}_{\ell=0}^{L}}^{\text{MLMC}} \right) = \sum_{\ell=0}^{L} \sum_{m=1}^{M_\ell} C_\ell(y^{(m)}) = \sum_{\ell=0}^{L} M_\ell \hat{C}_\ell, \quad \hat{C}_\ell = \frac{1}{M_\ell} \sum_{m=1}^{M_\ell} C_\ell(y^{(m)}),
\]

where \( \hat{C}_\ell \) is the sample mean of the cost. We now want to find the optimal sequence of samples \( \{M_\ell\}_{\ell=0}^{L} \), such that the estimator cost is minimized while achieving an MSE tolerance of \( \epsilon^2 \), cf. [29]. By presetting the MSE tolerance, we can also deduce from (2.3) the highest level \( L \) since the estimator bias has to be smaller than \( (1 - \theta)\epsilon^2 \). Thereby, it is sufficient to minimize the estimator cost while achieving an estimator variance of \( \theta \epsilon^2 \), i.e., we search for \( \{M_\ell\}_{\ell=0}^{L} \) solving

\[
\min_{\{M_\ell\}_{\ell=0}^{L}} C \left( \hat{Q}_{\{M_\ell\}_{\ell=0}^{L}}^{\text{MLMC}} \right) \quad \text{s.t.} \quad \sum_{\ell=0}^{L} M_\ell^{-1} V[Y_\ell] = \theta \epsilon^2.
\]

By treating each \( M_\ell \) as a continuous variable, the solution to this optimization problem is given by

\[
M_\ell^{\text{opt}} = \left( \sqrt{\theta \epsilon^2} \right)^{-2} \sqrt{\frac{V[Y_\ell]}{\hat{C}_\ell}} \left( \sum_{\ell'=0}^{L} \sqrt{V[Y_{\ell'}]/\hat{C}_{\ell'}} \right)^{-1} \quad \text{for} \quad \ell = 0, \ldots, L.
\]

We lastly restate the \( \epsilon \)-cost theorem of the MLMC method in the form given in [18, 27]:
Theorem 2.4 (Bounded $\epsilon$-cost of the MLMC method). Suppose assumption 2.3 is fulfilled with some positive rates $\alpha, \beta, \gamma > 0$ with $\alpha \geq \frac{1}{2} \min \{\beta, \gamma\}$ and $c_\alpha, c_\beta, c_\gamma > 0$ independent of $h_\ell$. Then for any $0 < \epsilon < e^{-1}$, there exists a maximum level $L \in \mathbb{N}$ and a sequence of samples $\{M_\ell\}_{\ell=0}^L$ such that

$$\text{err}_{\text{RMSE}} \left( \hat{Q}_{\text{MLMC}}^{(M_\ell)} \right) < \epsilon$$

with $C_\epsilon \left( \hat{Q}_{\text{MLMC}}^{(M_\ell)} \right) \lesssim \begin{cases} \epsilon^{-2} & \beta > \gamma, \\ \epsilon^{-2} \log(\epsilon)^2 & \beta = \gamma, \\ \epsilon^{-2-(\gamma-\beta)/\alpha} & \beta < \gamma. \end{cases}$

with $\lesssim$ denoting that the left hand side obeys an upper bound given by the right hand side up to some hidden constant.

2.3. Implementation Techniques. Implementing the MLMC method with on-the-fly estimation of Assumption 2.3 is well described in [29] and shortly recalled to commit to our notation. This includes a way to find the optimal sequence $\{M_\ell\}_{\ell=0}^L$ and the highest level $L$ during runtime. Choosing $M_\ell^{\text{opt}}$ by (2.11) requires estimates for the variance $V[Y_\ell]$ and the sample mean of the cost $bC_\ell$, which are unknown a priori. The idea is to perform the MLMC method with an initial sequence $\{M_\ell^{\text{init}}\}_{\ell=0}^{L_{\text{init}}}$ to get first estimates for the sample mean of the cost $bC_\ell$ and the variance $V[Y_\ell]$ by the sample variance estimator

$$s_{Y_\ell}^2 = \frac{1}{M_\ell - 1} SY_{\ell,2} \quad \text{with} \quad SY_{\ell,2} = \sum_{m=1}^{M_\ell} (Y_\ell^{(m)} - \hat{Y}_\ell)^2.$$ \hspace{1cm} (2.12)

From these initial estimates on, the MLMC method is executed until the target RMSE $\epsilon$ is reached by continuously updating the sample statistics. Hence, the amount of samples accumulates and the required amount is given by $\Delta M_\ell := \max\{M_\ell^{\text{opt}} - M_\ell, 0\}$ with the optimal sample amount based on the estimates

$$M_\ell^{\text{opt}} = \left[ \left( \sqrt{b_\ell} \right)^{-2} \sqrt{ \frac{s_{Y_\ell}^2}{C_\ell} \sum_{\ell'=0}^{L} \sqrt{s_{Y_{\ell'}}^2 / C_{\ell'}} } \right]$$ \hspace{1cm} (2.13) for $\ell = 0, \ldots, L$.

With assumption (2.3) and the geometric sum, an estimate for the bias is given by

$$\hat{\text{err}}_{\text{disc}} = \max \left\{ \frac{\hat{Y}_\ell}{2^\beta - 1} 2^{-\hat{\alpha}(L-\ell)} : \ell = 1, \ldots, L \right\},$$ \hspace{1cm} (2.14)

which also incorporates lower levels for robustness of the estimate, cf. [29], and uses an approximation for $\alpha$ by fitting the data $\{\hat{Y}_\ell\}_{\ell=0}^L$ to assumption (2.3)

$$\min_{(\hat{\alpha}, \hat{\alpha}_\alpha)} \sum_{\ell=1}^L \left( \log_2 \hat{Y}_\ell + \hat{\alpha} \ell - \hat{\alpha}_\alpha \right)^2.$$ \hspace{1cm} (2.15)

This gives the estimates $\hat{\alpha}$ and $\hat{\alpha}_\alpha$ for the rate $\alpha$ and the constant $c_\alpha$ which can be done in a similar way for $(\gamma, c_\gamma)$ and $(\beta, c_\beta)$. The estimator variance of the MLMC method is approximated with the sample variance by

$$\hat{\text{err}}_{\text{input}} = \sum_{\ell=0}^L \frac{1}{M_\ell} s_{Y_\ell}^2.$$
and, finally, an estimate for the MSE can be computed with
\[
\hat{\text{err}}_{\text{MSE}} = \hat{\text{err}}_{\text{input}} + \hat{\text{err}}^2_{\text{disc}}.
\]

The above techniques are further refined by the CMLMC method [19], also applied in [39, 50]. The central idea is to create a sequence \( \epsilon_i \) with \( \epsilon_i \rightarrow \epsilon_{\text{min}} > 0 \) and by doing so, the above estimates and the required number of samples \( \{M_i, \ell\}_{\ell=0}^L \) are continuously updated for each new tolerance. This idea is now extended with an additional constraint on the total cost, i.e., a budget, giving the budgeted MLMC method.

2.4. Budgeted Multi-level Monte Carlo. In large HPC systems, the workload managers require to reserve computational budget \( B := |\mathcal{P}| \cdot T_B \) to initiate a job on the cluster. Therefore, we define an execution of a method on a computing cluster as feasible, if the method is capable of fully utilizing the computational budget without exceeding it. In light of this, we adapt the perspective of Theorem 2.4. The final implementation will contain certain parts of the algorithm which can be parallelized, while others cannot. We denote \( \lambda_p \in [0, 1] \) as the parallelization constant, representing the portion of the implemented algorithm that is executed in parallel on \( |\mathcal{P}| \) units.

Proposition 2.5 (Convergence of a parallelized BMLMC method). For a feasible execution of the budgeted method by a parallel implementation, the estimate for the error splits up into two parts

\[
\epsilon \lesssim (1 - \lambda_p) \cdot B^{-\delta} + \lambda_p (|\mathcal{P}| \cdot T_B)^{-\delta} \quad \text{with} \quad \delta = \begin{cases} 
\frac{1}{2} & \beta > \gamma \\
\frac{2\alpha}{\alpha + (\gamma - \beta)} & \beta < \gamma 
\end{cases}
\]

depending on the parallelization constant \( \lambda_p \in [0, 1] \).

For the proof we refer to Subsection 2.5, here we only comment on the case \( \lambda_p = 1 \) when a perfectly parallel implementation can be realized. Then, in case of a feasible run, the final \( \epsilon \)-cost equals the budget, and the estimate

\[
\epsilon \lesssim B^{-\delta} = \begin{cases} 
B^{-1/2} & \beta > \gamma \\
B^{-\alpha/(2\alpha + (\gamma - \beta))} & \beta < \gamma 
\end{cases}
\]

simply follows by inverting Theorem 2.4. Similar results can be found e.g. in [37, 44] where the word work was used instead of budget. The case \( \beta = \gamma \) is neglected for the sake of a leaner representation and since it has no practical relevance if the cost is measured in units of CPU seconds.

This result does not tell us how to utilize the budget. Thereby, the new algorithmic challenge is to find the best way to invest \( B \), such that we minimize the error. Formally, this is expressed by a knapsack problem:

Problem 2.6 (MLMC Knapsack). Find \( L \) and \( \{M_\ell\}_{\ell=0}^L \), such that the MSE is minimized while staying within the cost budget \( B \), i.e.,

\[
\begin{align*}
\min_{(L, \{M_\ell\}_{\ell=0}^L)} \ & \text{err}_{\text{MSE}} = \sum_{\ell=0}^L \frac{1}{M_\ell} V[Y_\ell] + (E[Q_L - Q])^2 \\
\text{s.t.} \ & \sum_{\ell=0}^L \sum_{m=1}^{M_\ell} C_\ell(y^{(m)}) \leq B.
\end{align*}
\]
We remark the change of perspective to (2.10). The objective now is to minimize the complete MSE including the bias, while the constraint is given by the computational budget. Knapsack problems, in general, are combinatorial optimization problems and often arise while searching for the optimal allocation of resources, e.g., in manufacturing, in computer networks or in financial models. These integer optimization problems are NP-hard and require effective algorithms often designed with dynamic programming (DP) techniques \[12, 13\]. The key idea of DP is to split up the initial problem into overlapping subproblems and solve them recursively with some optimal policy, while reusing memoized results stored in a suitable data structure.

Now, the goal is to derive an algorithm satisfying Bellman’s optimality condition of DP, i.e., an algorithm finding a sequence of optimal actions, such that at each state an objective value is maximized. To do so, we have to construct a reward/pay-off function which describes in each state the reward/pay-off for the maximization, if a certain action is taken. For the construction of a suitable reward function, we recognize that we do not know the exact quantities in (2.18a) and (2.18b). The following optimization problem is still NP-hard but at least exclusively contains computable quantities.

**Problem 2.7 (Approximated MLMC Knapsack).** Find \(L\) and the sequence \(\{M_\ell\}_{\ell=0}^L\) such that the estimated MSE is minimized, while staying within the cost budget \(B\), i.e.,

\[
\text{min}_{(L,\{M_\ell\}_{\ell=0}^L)} \hat{\text{err}}_{\text{MSE}} = \sum_{\ell=0}^L \frac{1}{M_\ell} s_{Y_\ell}^2 + \hat{\text{err}}_{\text{disc}}^2 \\
\text{s.t.} \quad \sum_{\ell=0}^L M_\ell \hat{C}_\ell \leq B,
\]

where \(\hat{\text{err}}_{\text{disc}}\) is computed with (2.14) and the sample variance \(s_{Y_\ell}^2\) by (2.12).

The idea is to identify the MSE as the value we try to optimize and to split up the initial problem into several estimation rounds with a decreasing sequence of tolerances \(\epsilon_i\) as in the CMLMC method \[19\]. This creates subsequent optimization problems where each solution yields some reward to the total optimization. To this end, we equip all quantities of Subsection 2.3 with an index \(i\). In the following, we motivate the existence of a pay-off/reward function depending on the chosen action \(\epsilon_i\), and the current state of the simulation, i.e., the collected data up to \(i-1\).

Suppose we are in estimation round \(i\) and \(M_{i,0}^{\text{init}}\) is given. For \(\ell = 0, \ldots, L_i\), we separate

\[
M_{i,\ell} = M_{i-1,\ell} + \Delta M_{i,\ell} \quad \text{with} \quad \Delta M_{0,\ell} := M_{0,\ell}^{\text{init}} \quad \text{and} \quad M_{i-1,\ell} := 0
\]

such that \(\Delta M_{i,\ell}\) is computed using (2.13), hence after the estimation round we have \(M_{i,\ell} = \hat{M}^{\text{opt}}_{i,\ell}\). Thereby, we can express the amount of samples based on the currently available data and some optimal policy, i.e., \(\Delta M_{i,\ell}\) is chosen such that the cost is minimized and a target MSE tolerance of \(\epsilon_i^2\) is reached. With \(\Delta M_{i,\ell}\) and accumulative
update formulas for the sample mean and sample variance \cite{48}, we further separate

\[ \hat{C}_{1,\ell} = \hat{C}_{1-1,\ell} + \frac{\Delta M_{1,\ell}}{M_{1,\ell}^{\text{opt}}} (\Delta \hat{C}_{1,\ell} - \hat{C}_{1-1,\ell}) \quad \text{with} \quad \Delta \hat{C}_{1,\ell} := \frac{1}{\Delta M_{1,\ell}} \sum_{m=M_{1-1,\ell}+1}^{M_{1,\ell}^{\text{opt}}} C_{m}^{(m)} \]

\[ \hat{Y}_{1,\ell} = \hat{Y}_{1-1,\ell} + \frac{\Delta M_{1,\ell}}{M_{1,\ell}^{\text{opt}}} (\Delta \hat{Y}_{1,\ell} - \hat{Y}_{1-1,\ell}) \quad \text{with} \quad \Delta \hat{Y}_{1,\ell} := \frac{1}{\Delta M_{1,\ell}} \sum_{m=M_{1-1,\ell}+1}^{M_{1,\ell}^{\text{opt}}} Y_{m}^{(m)} \]

and likewise for

\[ s_{\hat{Y}_{1,\ell}}^2 = \frac{S_{Y_{2,1,\ell}}^{(1)}}{M_{1,\ell}^{\text{opt}} - 1}, \]

we separate

\[ S_{Y_{2,1,\ell}} = S_{Y_{2,1-1,\ell}} + \Delta S_{Y_{2,1,\ell}} + \frac{M_{1-1,\ell} \Delta M_{1,\ell}}{M_{1,\ell}^{\text{opt}}} (\Delta \hat{Y}_{1,\ell} - \hat{Y}_{1-1,\ell})^2, \]

where

\[ \Delta S_{Y_{2,1,\ell}} = \sum_{m=M_{1-1,\ell}+1}^{M_{1,\ell}^{\text{opt}}} \left( Y_{m}^{(m)} - \Delta \hat{Y}_{1,\ell} \right)^2. \]

As \( \hat{\alpha}_1 \) is computed with (2.15), i.e., a fit to the available data, we can express (2.19a) and (2.19b) for a particular estimation round \( \ell \) as a nonlinear function of preexisting data (the state) and the optimal policy (2.13). This motivates a function for the payoff purely determined by the state and the optimal policy. We denote this function by \( \Delta \text{err}_{\text{MSE}}(\text{data}_{-1}, \text{data}_{\ell}) \) which represents the error reduction in one estimation round, if \( \{\Delta M_{1,\ell}\}_{\ell=0}^{L_{1}} \) additional samples are computed. We use the notation

\[ \text{data}_{\ell} = \{\text{data}_{\ell,\ell-1}\}_{\ell=0}^{L_{1}} = \left\{ \left\{ M_{\ell,\ell}, \hat{Q}_{\ell,\ell}, \hat{C}_{\ell,\ell}, \hat{Y}_{\ell,\ell}, S_{Q_{\ell,\ell}}, S_{Y_{\ell,\ell}}, \ldots \right\} \right\}_{\ell=0}^{L_{1}}, \]

\[ \Delta \text{data}_{\ell} = \{\Delta \text{data}_{\ell,\ell}\}_{\ell=0}^{L_{1}} = \left\{ \left\{ \Delta M_{\ell,\ell}, \Delta \hat{Q}_{\ell,\ell}, \Delta \hat{C}_{\ell,\ell}, \Delta \hat{Y}_{\ell,\ell}, \Delta S_{Q_{\ell,\ell}}, \Delta S_{Y_{\ell,\ell}}, \ldots \right\} \right\}_{\ell=0}^{L_{1}}, \]

and we collect all needed quantities in one object. We further define \( B_1 \) as the left-over budget in round \( \ell \) and denote with \( B_0 := B \) the initially imposed budget. By (2.13), we see that the amount of samples is guided by \( \epsilon_{\ell} \). With \( \epsilon_{\ell} \) as the chosen action and \( \eta \in (0,1) \) as reduction factor determining how fast \( \epsilon_{\ell} \) decays and with the cost prediction \( \hat{C}_{1} = \sum_{\ell=0}^{L_{1}} \Delta M_{1,\ell} \hat{C}_{1-1,\ell} \), the Bellman equation for finding the solution to Problem 2.7 can be expressed by

\[ \hat{e}_{\text{err}}_{\text{MSE}}(B_{0}, \{M_{0,\ell}^{\text{init}}\}_{\ell=0}^{L_{0}}) = \hat{e}_{\text{err}}_{\text{MSE}}^{\text{init}} - \hat{e}_{\text{err}}_{\text{MSE}}^{\text{init}} \left( B_{0} - \sum_{\ell=0}^{L_{1}} C_{0,\ell}, \eta, \epsilon_{\ell} \right) \]

with the recursive function

\[ \hat{e}_{\text{err}}_{\text{MSE}}(B_{1}, \epsilon_{\ell}) = \max_{\{\Delta M_{1,\ell}\}_{\ell=0}^{L_{1}}} \left\{ \Delta \text{err}_{\text{MSE}}(\text{data}_{-1}, \Delta \text{data}_{1}) + \hat{e}_{\text{err}}_{\text{MSE}} \left( B_{1} - \sum_{\ell=0}^{L_{1}} C_{1,\ell}, \eta, \epsilon_{\ell} \right) \right\}. \]
So far, we have not discussed the minimization of the bias yet. If in (2.19a) the bias becomes larger than $\sqrt{1 - \theta} \epsilon_i$ and if we have enough budget left, i.e., $\tilde{C}_i < B_i$, we draw additional samples on level $L_i + 1$ and stop the optimization otherwise.

To conclude, function (2.20) is the expression of Bellman’s optimality condition applied to Problem 2.7, i.e., the subsequent minimization of the MSE under consideration of the cost budget. This subsequent minimization is also illustrated in Figure 1, where each dotted square represents one estimation round.

Remark 2.8. The actual implementation in C++ [59] is not done with a recursive function but in an equivalent formulation with a while-loop. This is also often called a bottom up implementation which has the advantage over the recursive implementation (top down) to avoid an increased memory consumption on the stack. However, the recursive formulation is easier to derive mathematically. We further remark the inverted level loop which has benefits for the load distribution [5] as illustrated in Figure 2.

Lastly, we present in Algorithm 2.1 the final BMLMC method as a recursive implementation. For a detailed explanation of the subroutines Welford and MS-FEM, we refer to the upcoming Subsection 2.5 and to Section 3.
Algorithm 2.1 Budgeted Multi-Level Monte Carlo

Set the initial sample sequence \( \{ M_{0,\ell}^{\text{init}} \}_{\ell=0}^{L_0} \) in \( \text{data}_{-1} \), a cost budget \( |P| \cdot T_B = B > 0 \), a splitting parameter \( \theta \in (0,1) \) and the reduction factor \( \eta \in (0,1) \).

\[
\text{data} = \{ i \mapsto \{ \epsilon_{1,i}, \{ M_{1,\ell}^{i} \}_{\ell=0}^{L_1}, \{ \hat{Q}_{1,\ell}^{i} \}_{\ell=0}^{L_1}, \{ \hat{C}_{1,\ell}^{i} \}_{\ell=0}^{L_1}, \{ \hat{Y}_{1,\ell}^{i} \}_{\ell=0}^{L_1}, \ldots \} \}
\]

function \( \text{BMLMC}(B_0, \{ M_{0,\ell}^{\text{init}} \}_{\ell=0}^{L_0}) \):

\[
\begin{array}{ll}
\text{for } \ell = L_0, \ldots, 0: & \Delta \text{data}_{0,\ell} \leftarrow \text{MS-FEM}(M_{0,\ell}^{\text{init}}, P) \\
\text{data}_0 & \leftarrow \text{Welford(data}_{-1}, \Delta \text{data}_0) \quad \text{return BMLMC}(B_0 - \sum_{\ell=0}^{L_0} C_{\ell}, \eta \cdot \epsilon_0)
\end{array}
\]

function \( \text{BMLMC}(B_1, \epsilon_i) \):

\[
\begin{array}{ll}
\text{if } B_1 = 0: & \text{return } \epsilon_{1-1} \\
\text{if } \widehat{\epsilon} \text{disc}(\text{data}_{-1}) \geq \sqrt{1 - \theta \epsilon_i}: & L_1 \leftarrow L_1 + 1 \\
\text{if } \widehat{\epsilon} \text{import}(\text{data}_{-1}) \geq \theta \epsilon_i^2: & M_{1,\ell}^{\text{opt}} \leftarrow (2.13) \\
\text{for } \ell = L_1, \ldots, 0: & \Delta M_{1,\ell} \leftarrow \max \left\{ M_{1,\ell}^{\text{opt}} - M_{1-1,\ell}, 0 \right\} \\
\hat{C}_{1} & \leftarrow \sum_{\ell=0}^{L_1} \Delta M_{1,\ell} \hat{C}_{1-1,\ell} \\
\text{if } \hat{C}_{1} = 0: & \text{return } \text{BMLMC}(B_1, \eta \cdot \epsilon_i) \\
\text{if } \hat{C}_{1} > B_1: & \text{return } \text{BMLMC}(B_1, 0.5 \cdot (\epsilon_i + \epsilon_{1-1})) \\
\text{for } \ell = L_1, \ldots, 0: & \Delta \text{data}_{1,\ell} \leftarrow \text{MS-FEM}(\Delta M_{1,\ell}, P) \\
\text{data}_i & \leftarrow \text{Welford(data}_{-1}, \Delta \text{data}_1) \quad \text{return } \text{BMLMC}(B_1 - \sum_{\ell=0}^{L_1} C_{\ell}, \epsilon_i)
\end{array}
\]

Remark 2.9. By considering Problem 2.7, we chose to discretize first and optimize then. The downside of this approach is that if \( s_{Y_1}, \hat{C}_\ell, \hat{Y}_\ell \) and \( \hat{\alpha} \) are inaccurate, the optimization delivers poor results, too. However, by using dynamic programming we actually discretize, optimize, discretize, optimize, ... until the budget is exhausted. Hence, the risk of optimizing for the wrong objective based on inaccurate data is reduced as the simulation runs.

2.5. Parallelization Techniques. Algorithm 2.1 is designed as a state machine. However, due to the significant computational load involved in solving Problem 2.7, it becomes necessary to distribute the workload across multiple nodes or processing units. As a result, Algorithm 2.1 needs to be transformed into a distributed state machine, i.e., a computational method on interconnected nodes or processing units that synchronizes and maintains a shared state. In this context, the shared state refers to the data containing the estimated errors and sample statistics in the very first line of the algorithm, while the set of processing units \( P \) is responsible for dividing the work and minimizing \( \widehat{\epsilon}_{\text{err}} \).

To achieve this, we discuss the functionality of Algorithm 2.2 representing the subroutine \( \text{Welford} \) in Algorithm 2.1. We use concepts introduced by [15, 58], which were further expanded in [48], to stably compute sample statistics in an incremental and parallel manner.

In particular as illustrated in Figure 3, Algorithm 2.2 is first used to incrementally update the sample statistics on individual processes, then again to merge the computations recursively across multiple processing units and lastly, Algorithm 2.2
Algorithm 2.2 Welford’s Online Update Method
Compute for \( \{\text{data}_i, \ell \}_{\ell=0}^{L_i} \}_{1=A,B} = \{\{M_{i,\ell}, \bar{Q}_{i,\ell}, S_{Q_{2,i,\ell}}, \ldots \}_{\ell=0}^{L_i}\}_{1=A,B} \)

\[
\begin{align*}
\text{function Welford(data}_A, \text{data}_B) & : \\
\begin{cases}
M_{AB,\ell} & \leftarrow M_{B,\ell} + M_{A,\ell} \\
\delta_{AB,\ell} & \leftarrow \bar{Q}_{B,\ell} - \bar{Q}_{A,\ell} \\
\bar{Q}_{AB,\ell} & \leftarrow \bar{Q}_{A,\ell} + M_{AB,\ell} \delta_{AB,\ell} \\
S_{Q_{2,AB,\ell}} & \leftarrow S_{Q_{2,A,\ell}} + S_{Q_{2,B,\ell}} + \frac{M_{A,\ell} M_{B,\ell}}{M_{AB,\ell}} \delta_{AB,\ell}^2 \\
s^2_{Q_{AB,\ell}} & \leftarrow (M_{AB,\ell} - 1)^{-1} S_{Q_{2,AB,\ell}}
\end{cases}
\end{align*}
\]

\[
\text{return } \{M_{AB,\ell}, \bar{Q}_{AB,\ell}, S_{Q_{2,AB,\ell}}, \ldots \}_{\ell=0}^{L_i}
\]

is utilized one more time to update the statistical quantities over several estimation rounds. This last step is denoted in Algorithm 2.1, however, the other two updates happen within MS-FEM for which we refer to the upcoming Section 3. Essentially, we combine in MS-FEM a finite element parallelization with a sample distribution. The resulting inherent parallelization of the algorithm can be classified according to the criteria defined in [5, 25] and [10, 22, 33] as a dynamic and heterogeneous sample and solver parallelization in a single program multiple data framework. A detailed discussion is given in [8, Section 3.5.4].

![Fig. 3. Illustration of the update technique as binary-tree using Algorithm 2.2 on four parallel processes each represented with another color and over three estimation rounds separated by the vertical dashed lines.](image)

Lastly, we present a proof on Proposition 2.5. The idea is to combine Gustafson’s law [32] with Theorem 2.4. Gustafson’s law describes the theoretical slowdown of an already parallelized task, if it is executed on a serial machine. The motivation behind this law is to describe how more processing units can be utilized to solve larger problems in the same amount of time, i.e., to describe how well the parallelization scales weakly. Translated to the knapsack problem, larger means that we have used more samples and more levels in the final computation. Thereby, we can achieve a smaller estimated RMSE with the same budget in time. Hence, we can measure the weak scaling of the developed parallelization by the development of the estimated
error as more processing units are added.

**Proof of Proposition 2.5.** The estimates in the edge cases \( \lambda_p = 1 \) of an optimal parallelism \( \epsilon \lesssim (|\mathcal{P}| \cdot T_B)^{-\delta} = C^\epsilon \delta \) and \( \lambda_p = 0 \) of a serial execution \( \epsilon \lesssim T_B^{-\delta} = T^{-\delta} \)

simply follow by inversion of Theorem 2.4 for every feasible execution.

To examine \( \lambda_p \in (0, 1) \), we split the \( \epsilon \)-time into two parts of the program, a serial part \( \lambda_s = 1 - \lambda_p \) and a parallel part \( \lambda_p \) executed on \(|\mathcal{P}| \) processing units, i.e.,

\[
T_{\epsilon, p} = \lambda_s T_{\epsilon, p} + \lambda_p T_{\epsilon, p}.
\]

If the same program is executed on a serial system, the parallelizable part of the system slows down by a factor of \(|\mathcal{P}| \) to achieve the same RMSE tolerance of \( \epsilon \), i.e.,

the corresponding sequential execution time is

\[
T_{\epsilon, s} = \lambda_s T_{\epsilon, p} + \lambda_p T_{\epsilon, p} |\mathcal{P}|^{-\delta}.
\]

By this we can deduce the optimal speedup factor of the parallelization

\[
S := \frac{T_{\epsilon, s}}{T_{\epsilon, p}} = \lambda_s + \lambda_p |\mathcal{P}|^{-\delta} = (1 - \lambda_p) + \lambda_p |\mathcal{P}|^{-\delta}.
\]

Using this speedup factor to determine the additional error reduction by utilizing \(|\mathcal{P}| \) processing units, we get again by the inverted estimate of Theorem 2.4

\[
\epsilon \lesssim S \cdot T_B^{-\delta} = \left((1 - \lambda_p) + \lambda_p |\mathcal{P}|^{-\delta}\right) T_B^{-\delta}.
\]

As a consequence, there is a part in the error, denoted with \( \epsilon_s \), which can only be reduced with further processing time and another part, denoted with \( \epsilon_p \), which can also be mitigated by more processing units

\[
\epsilon \lesssim (1 - \lambda_p) \cdot T_B^{-\delta} + \lambda_p \left(|\mathcal{P}| \cdot T_B\right)^{-\delta}.
\]

We conclude this section, by summarizing the following limits as a consequence of Proposition 2.5.

| \( |\mathcal{P}| \to \infty \) | \( T_B \to \infty \) | \( \lambda_p \in (0, 1) \) | \( \lambda_p = 0 \) | \( \lambda_p = 1 \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \epsilon \to 0 \) | \( \epsilon \to 0 \) | \( \epsilon \to 0 \) | \( \epsilon \to 0 \) | \( \epsilon \to 0 \) |
| \( \epsilon \sim 1 \) | \( \epsilon \sim 1 \) | \( \epsilon \to \epsilon_s \) | \( \epsilon \to \epsilon_s \) | \( \epsilon \to \epsilon_s \) |

By this tabel, the BMLMC method is MSE-consistent with respect to the time-budget \( T_B \) for a fixed set of processing units \( \mathcal{P} \). For a fixed time-budget \( T_B \), the BMLMC method is not MSE-consistent with respect to the amount of processing units \(|\mathcal{P}| \). Hence, there remains a parallelization bias \( \epsilon_s \) no matter how many processing units are added. We refer to Section 5 for numerical experiments on the parallelization and the derived bound.

### 3. Multi-Sample Finite Element Method.

A Finite Element Method (FEM) searches an approximation \( u_\ell \) to some PDE in a finite dimensional function space \( V_\ell \).

To construct this space and implement FEMs on a parallel computer, the spatial domain \( \mathcal{D} \subset \mathbb{R}^\mathcal{D} \) is partitioned into subdomains \( \mathcal{D}_p \) each assigned to a different processing unit \( p \in \mathcal{P} \) and decomposed in finitely many cells \( K \in \mathcal{K}_p \), i.e.,

\[
\mathcal{D} = \bigcup_{p \in \mathcal{P}} \mathcal{D}_p = \bigcup_{p \in \mathcal{P}} \bigcup_{K \in \mathcal{K}_p} K \quad \text{with} \quad K \cap K' = \emptyset \quad \text{for} \quad K \neq K',
\]
**Fig. 4.** Parallelization approaches for $D = (0, 1)^2$ and $|\mathcal{P}| = 4$ according to (3.2). First, only on spatial domain $D$ for $M_\ell = 1$ with $k = 2$. Second, mixed parallelization for $M_\ell = 2$ with $k = 1$. Last, only for $M_\ell = 4$ with $k = 0$.

where $K \subset D$ are open sets, $\mathcal{K} = \bigcup_{P \in \mathcal{P}} K_P$ is the collection of all cells on all processing units and $K_P$ is the collection of cells on a single processing unit $P$. The cardinality of the set of processing units $\mathcal{P}$ is assumed to be of power of two to keep the theory aligned with our implementation; however, this is not a necessity and sets of another size might be considered as well. This decomposition of the domain $D$ further defines a set of vertices $\mathcal{V}$, a set of faces $\mathcal{F}$ and a set of edges $\mathcal{E}$ as explained in the following.

We denote with $F_K$ the set of faces for a cell $K \in \mathcal{K}$ and for all inner faces $F \in \mathcal{F}_K \cap D$. $K_F \in \mathcal{K}$ represents the neighboring cell such that $F = \partial K \cap \partial K_F$. We denote the unit normal vector on the face $F \in F_K$ pointing outwards of $K$ by $n_K$.

Furthermore, $V_K$ denotes the vertices of the cell $K$ and $E_F$ denotes the edges of a face $F \in \mathcal{F}$. Hence, we set $\mathcal{V} = \bigcup_{K \in \mathcal{K}} V_K$, $\mathcal{F} = \bigcup_{K \in \mathcal{K}} F_K$ and $\mathcal{E} = \bigcup_{F \in \mathcal{F}} E_F$ and define a distributed finite element mesh as

$$M_\mathcal{P} := \{\mathcal{V}, \mathcal{K}, \mathcal{F}, \mathcal{E}\} \quad \text{with} \quad M_P := \{V_P, K_P, F_P, E_P\},$$

where $V_P = \bigcup_{K \in K_P} V_K$, $F_P = \bigcup_{K \in K_P} F_K$ and $E_P = \bigcup_{F \in F_P} E_F$ are the vertices, faces and edges on a single processing unit. Note that $\{V_P\}$, $\{F_P\}$, $\{E_P\}$ are overlapping, and $\{K_P\}$ is non-overlapping for conforming discretizations; otherwise, the overlap depends on the finite element method.

To construct a mesh hierarchy, the cell diameter $h_0$ of a given mesh $M_{\ell=0,P}$ is sequentially divided in half $h_\ell = h_0 2^{-\ell}$ with $\ell = 0, \ldots, L$ as discretization level. This gives the hierarchy

$$M_{\ell=0,P} \subset M_{\ell=1,P} \subset \cdots \subset M_{\ell=L,P}. $$

More details and several applications of this parallel data structure are given in [9].

### 3.1. Multi-Mesh Parallelization

To combine the parallelization technique discussed in Subsection 2.5 with the FE parallelization, we proceed as follows. We distribute the computational units $\mathcal{P}$ across both the set of input samples $\{y(m)\}_{m=1}^{M_\ell}$ and the domain $D$. Formally, this is expressed as the following resource allocation problem.

**Problem 3.1.** Approximate $M_\ell$-times a PDE with a FEM on the discretization level $\ell$, such that the communication on a fixed set of processing units $\mathcal{P}$ is minimized.

We have to solve this problem within Algorithm 2.1 whenever the routine $\text{MS-FEM}$ is invoked. Considering that we have varying sample sizes across different levels, we find the solution to this problem by examining the following cases.
First, we consider the task to approximate a single $M_{\ell} = 1$ sample solution on multiple processing units $|P| > 1$. Then, the best parallelization is given by the domain decomposition (3.1) resulting in a single, parallelized mesh $M_{P}$ over the domain $D$. An illustration of this case is given in Figure 4 on the very left for $|P| = 4$.

Second, if the sample amount equals the amount of processing units $M_{\ell} = |P|$, a minimal communication, and thus an optimal parallelization, is achieved by assigning each process its very own unparallelized mesh. This results in the set of meshes $M_{P} :\{M_{P}^{(m)}\}_{m=1}^{M_{\ell}}$, i.e., an individual mesh for every single sample as shown in Figure 4 on the very right.

The more general case, where we compute more samples than available processing units $M_{\ell} > |P|$, requires a sequential split of the samples $\sum_{j} M'_{j,\ell} = M_{\ell}$ with $M'_{j,\ell} \leq |P|$. Last, we consider the case as depicted in the middle of Figure 4, where $1 < M_{\ell} < |P|$. Here, we construct for each $m = 1, \ldots, M_{\ell}$ a subset of processing units $P'_{k} \subset P$ which can be used to distribute the domain $D$ on. The subsets $P'_{k}$ are disjoint and of size $|P'_{k}| = 2^{k}$ where $k \in \mathbb{N}_0$ is chosen such that

\begin{equation}
2^{k} \leq \frac{|P|}{M_{\ell}} < 2^{k+1}.
\end{equation}

By following this rule we construct the set of meshes $M_{P} := \{M_{P}^{(m)}\}_{m=1}^{M_{\ell}}$, such that we minimize the communication in every estimation round.

### 3.2. Multi-Sample Finite Element Spaces.

We consider the task to compute the FE solution $u_{\ell}(\omega) \in V_{\ell} \subseteq L_{\ell}(\omega, x)u_{\ell}(\omega, x) = b_{\ell}(\omega, x)$ for multiple samples at once. In particular, the parallel data structure presented in the previous Subsection 3.1 is exploited to define a finite element space incorporating the subsets $P'_{k} \subset P$.

**Definition 3.2.** We call the space

$$V_{\ell}(P) = V_{\ell}(P^{(1)}) \times \cdots \times V_{\ell}(P^{(M_{\ell})}) = \prod_{m=1}^{M_{\ell}} V_{\ell}(P^{(m)})$$

a multi-sample finite element space, where

$$V_{\ell}(P^{(m)}) := \{ v_{\ell} \in V_{\ell} : v_{\ell}|_{K} \in V_{\ell,K}, \forall K \in K(P^{(m)}), P^{(m)} \subset P \}$$

is a finite element space for a single sample, defined on the triangulation $K(P^{(m)})$ where the subdomain of processes $P^{(m)} \subset P$ is chosen with the rule (3.2) and $V_{\ell,K}$ is a generic local finite element space.

With this definition the task of the multi-sample finite element method (MS-FEM) is to find the coefficients

$$\mathbf{\mu} = (\mathbf{\mu}_{1}^{(1)}, \ldots, \mathbf{\mu}_{N_{h}^{(1)}}^{(1)}, \ldots, \mathbf{\mu}_{1}^{(M_{\ell})}, \ldots, \mathbf{\mu}_{N_{h}^{(M_{\ell})}}^{(M_{\ell})})^{\top} \in \mathbb{R}^{M_{\ell} \cdot N_{h}}$$

representing the discrete solution

$$\left( u_{\ell} \right)_{m=1}^{M_{\ell}} = \left( \sum_{n=1}^{N_{h}} \mathbf{\mu}_{n}^{(m)} \varphi_{n}^{(m)} \right)_{m=1}^{M_{\ell}} \in V_{\ell}(P),$$
where $\psi_m^{(m)}$ are basis functions of the global finite element space of dimension $N^h$. This formulation is inspired by the implementation in [59], where the parallelization over the samples is realized on the coefficient vector of the FEM. This enables the highly adaptive parallelization scheme needed in the BMLMC method. Finally, the complete procedure is summarized in Algorithm 3.1.

**Algorithm 3.1** Multi-Sample Finite Element Method

```plaintext
function MS-FEM($M_\ell, \mathcal{P}, \ell$):
  \( k \leftarrow \text{use (3.2) with (}M_\ell, \mathcal{P}\text{)} \)
  \( \text{Generate input samples } \{y^{(m)}\}_{m=1}^{M_\ell} \)
  \( \text{Assemble } L_\ell(y^{(m)}, x) u_\ell(y^{(m)}, x) = b_\ell(y^{(m)}, x) \text{ for } m = 1, \ldots, M_\ell \)
  \( \text{Solve } L_\ell(y^{(m)}, x) u_\ell(y^{(m)}, x) = b_\ell(y^{(m)}, x) \text{ for } m = 1, \ldots, M_\ell \)
  \( \text{Update QoI and Cost with Algorithm 2.2} \)
```

Remark 3.3. The above is applicable to arbitrary finite element spaces, e.g. continuous Lagrange elements, enriched Galerkin elements, Raviart-Thomas elements, space-time discontinuous Galerkin (dG) elements or, as in the upcoming section, to dG elements in space. Further details and experiments can be found in [8].

Since the load distribution is a function of $M_\ell$ and $|\mathcal{P}|$ minimizing the communication, the system in Algorithm 3.1 is assembled, such that it minimizes the coupling, i.e., the system is decoupled for each sample and mildly coupled on the spatial domain. The assembled system has a block structure and is sparse which is inherited from the sparsity of each finite element discretization block.

### 4. Discretization of the Acoustic Wave Equation.

In our numerical examples, we consider the acoustic wave equation with randomly modeled input data in the form of compressible waves propagating through solids.

**Problem 4.1.** Let $\mathcal{D} \subset \mathbb{R}^D$ be a domain and $[0, T] \subset \mathbb{R}$ a time interval. We search for the randomly distributed velocity field $\mathbf{v}: \Omega \times \mathcal{D} \times [0, T] \rightarrow \mathbb{R}^D$ and pressure component $p: \Omega \times \mathcal{D} \times [0, T] \rightarrow \mathbb{R}$, such that

\[
\begin{align*}
\rho(\omega, x) \partial_t \mathbf{v}(\omega, x, t) - \nabla p(\omega, x, t) &= f(\omega, x, t) \quad x \in \mathcal{D}, \quad t \in (0, T] \\
\kappa(\omega, x)^{-1} \partial_t p(\omega, x, t) - \text{div} (\mathbf{v}(\omega, x, t)) &= g(\omega, x, t) \quad x \in \mathcal{D}, \quad t \in (0, T] \\
\mathbf{v}(\omega, x, t) \cdot \mathbf{n} &= 0 \quad x \in \partial \mathcal{D}, \quad t \in [0, T] \\
\mathbf{v}(\omega, x, 0) &= \mathbf{v}_0(\omega, x) \quad x \in \mathcal{D} \\
p(\omega, x, 0) &= p_0(\omega, x) \quad x \in \mathcal{D}
\end{align*}
\]

with $f: \Omega \times \mathcal{D} \times (0, T] \rightarrow \mathbb{R}^D$ and $g: \Omega \times \mathcal{D} \times (0, T] \rightarrow \mathbb{R}$ as right-hand sides and the material parameters $\kappa, \rho: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ modeled as random fields. We further allow for randomly distributed initial data in the velocity component $\mathbf{v}_0: \Omega \times \mathcal{D} \rightarrow \mathbb{R}^D$ and the pressure component $p_0: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$.

The works [40, 44] discuss sufficient conditions for the well-posedness of Problem 4.1 in the case $\mathcal{D} = \mathbb{R}^D$.


We follow [11] and use a discontinuous Galerkin approximation in space based on the formulation of the acoustic wave equation as a first-order system for a fixed $\omega \in \Omega, x \in \mathcal{D}$.
and \( t \in (0, 1) \) given by

\[
(4.1) \quad M(\omega, x) \partial_t u(\omega, x, t) + A u(\omega, x, t) = b(\omega, x, t) \quad \text{and} \quad u(\omega, x, 0) = u_0(\omega, x).
\]

From now on, we omit the explicit notation of the dependency on \( \omega, x \) and \( t \). The first order formulation (4.1) is derived with the operators

\[
u = \begin{pmatrix} v \\ p \end{pmatrix}, \quad Mu = \begin{pmatrix} \rho v \\ \kappa^{-1} p \end{pmatrix}, \quad Au = -\begin{pmatrix} \nabla p \\ \text{div} v \end{pmatrix} \quad \text{and} \quad b = \begin{pmatrix} f \\ g \end{pmatrix}.
\]

This system is approximated in space using discontinuous Galerkin (dG) finite elements

\[V^dG = \{ u_\ell \in L^2(D; \mathbb{R}^{D+1}) : u_\ell|_K \in V^dG_K, \forall K \in \mathcal{K} \},\]

where \( V^dG_K := Q_p(K; \mathbb{R}^{D+1}) \) is the tensor product space of local polynomials on a cell \( K \in \mathcal{K} \). In the resulting semi-discrete system, we search for \( u_\ell \in V^dG \)

\[M_\ell \partial_t u_\ell + A_\ell u_\ell = b_\ell \quad \text{and} \quad u_\ell(0) = u_{\ell,0},\]

with cell-wise constant approximations for \( M_\ell \) and \( L^2 \)-projections of \( b, u_0 \) on \( b_\ell, u_{\ell,0} \in V^dG_\ell \). The differential operator \( A \) is discretized with a full-upwind scheme

\[\langle A_\ell u_\ell, \phi_\ell \rangle_{L^2(\mathcal{K})} = \sum_{K \in \mathcal{K}} \langle A_\ell u_\ell, \phi_{\ell,K} \rangle_{L^2(K)},\]

with test functions \( \phi_\ell = (\varphi_\ell, \psi_\ell) \in V^dG_\ell \). Each local operator is given in case of Neumann boundary conditions by

\[\langle A_\ell u_\ell, \phi_{\ell,K} \rangle_{L^2(K)} = -\langle \nabla p_{\ell,K}, \varphi_{\ell,K} \rangle_{L^2(K)} - \langle \text{div} v_{\ell,K}, \psi_{\ell,K} \rangle_{L^2(K)} - \sum_{F \in \mathcal{F}_K \cap \partial \mathcal{D}} Z_K + Z_{K_F} \langle p_{\ell,F} \rangle_F + Z_{K_F} \langle v_{\ell,F} \rangle_F \cdot n_K, \psi_{\ell,K} + Z_{K_F} \varphi_{\ell,K} \cdot n_K \rangle_{L^2(F)} + \sum_{F \in \mathcal{F}_K \cap \partial \mathcal{D}} Z_K \langle v_{\ell,F} \cdot n_K, \psi_{\ell,K} + Z_{K_F} \varphi_{\ell,K} \cdot n_K \rangle_{L^2(F)}\]

where \( Z_K = \sqrt{\rho_K / \kappa_K} \) is the impedance and \( \| v_{\ell,K} \|_F = v_{\ell,K|_F} - v_{\ell,K|_F} \) is the jump at inner faces \( F \in \mathcal{F} \cap \mathcal{D} \). In [20] it is shown that the system is the well-posed, also for more general boundary conditions.

### 4.2. Time-Discretization with Implicit Methods

We follow [11, Section 3] and shortly outline the usage of the implicit mid-point rule with the time-step size \( \tau_\ell = T/N_\ell^T \) and the time-steps \( t_n = n \tau_\ell, n = 0, \ldots, N_\ell^T \), i.e., we construct a sequence of approximations \( u_\ell(t_n) \in V^dG_\ell \) with the initial value of \( u_\ell(t_0) = u_0 \) by

\[\left( M_\ell + \frac{\tau_\ell}{2} A_\ell \right) u_\ell(t_n) = \left( M_\ell - \frac{\tau_\ell}{2} A_\ell \right) u_\ell(t_{n-1}) + \tau_\ell b_\ell(t_{n-1/2}).\]

By [11, Theorem 3.1] the above system is well-posed and therefore the implicit midpoint rule is applicable. The downside of this implicit method is that the new iteration \( u^{n+1}_\ell \) is only implicitly given. Thus, a system of algebraic equations has to be solved in each time-step which can increase the cost of the method significantly.
However, in the context of hyperbolic PDEs the usage of implicit methods avoids stability issues, if the Courant–Friedrichs–Lewy (CFL) condition \[21\]

\[
\frac{\tau_\ell}{h_\ell} \leq C_{\text{CFL}} \iff \tau_\ell \leq C_{\text{CFL}} \cdot h_0 2^{-\ell}
\]

is not satisfied. For our particular problem, this is critical since the wave speed is a random variable in each cell and thus, the right ratio \(\tau_0/h_0 = C_{\text{CFL}}\) is a local condition leading to global stability issues. The usage of implicit methods avoids this problem, nevertheless, finding the right ratio is still important since too large time-steps lead to worse conditioned systems in (4.2) and too many time-steps simply might be unnecessary to achieve a smaller overall error. However, it is shown in \[11, \text{Lemma 3.1}\] that (4.2) is well-conditioned and the convergence is independent of the mesh size on level \(\ell\). In particular, we solve this system using a GMRES solver with a point block Jacobi preconditioner. We refer to Section 5 for an experimental investigation of this issue.

5. Numerical Experiments for the Acoustic Wave Equation. We consider Problem 4.1 and solve it with the methods introduced in the previous sections. In particular, we commit to the following problem and method configurations which will serve, if not stated otherwise, as the default for the numerical experiments.

Problem Configuration. We consider the domain \(D = (0,1)^2\), the final time \(T = 1\) and homogeneous and deterministic initial conditions \((w_0, p_0) = (0,0)^\top\).

The right-hand side of Problem 4.1 is deterministically given by \(f \equiv 0\) and \(g(x, t) = g_1(t) g_2(x)\), where the function \(g_1(t)\) is a Ricker wavelet, i.e.,

\[
g_1(t) = 10 \left(1 - \left(\frac{t}{a}\right)^2\right) \cdot \exp\left(-\frac{t^2}{2a^2}\right) \quad \text{with} \quad a = \frac{\pi}{10}, \quad t \in [0, 1].
\]

The function \(g_2(x)\) is a nascent delta function centered at \(c = (0.5, 0.75)^\top\) with an appropriate constant \(\overline{g}_2\) such that \(\|g_2\|_{L^1(D)} = 1\) and a diameter \(w = 0.1\), i.e.,

\[
g_2(x) = \begin{cases} 
\overline{g}_2 \exp\left(-\left(1 - \frac{\|x-c\|_2}{w}\right)^2\right), & \|x-c\|_2 < w \\
0, & \|x-c\|_2 \geq w
\end{cases} \quad x \in D.
\]

As material, we use a uniformly constant and deterministic compression module \(\kappa \equiv 1\) and a log-normally distributed material density \(\rho(\omega, x)\), i.e., \(\log(\rho(\omega, x))\) is Gaussian.
random field with mean-zero and the covariance function

\[(5.1) \quad \text{Cov}(x_1, x_2) = \sigma^2 \exp\left(-\frac{\|x_1 - x_2\|_2^\nu}{\lambda}\right),\]

where the variance \(\sigma = 1.0\), the correlation length \(\lambda = 0.15\) and the smoothing \(\nu = 1.8\) are used. Defining

\[\rho_{\min}(\omega) := \min_{x \in D} \rho(\omega, x) \quad \text{and} \quad \rho_{\max}(\omega) := \max_{x \in D} \rho(\omega, x)\]

gives a distribution of the maximal \(c_{\max}(\omega) = \sqrt{\kappa/\rho_{\min}} < \infty\) and the minimal \(c_{\min}(\omega) = \sqrt{\kappa/\rho_{\max}} > 0\) wave speeds. By [17, Lemma 2.3] realizations are Hölder continuous, and thus \(\rho(\omega, \cdot) \in L^\infty(D)\) for a fixed \(\omega \in \Omega\). Lastly, we mention that the samples of \(\rho\) are generated with the circulant embedding method [23] on the multi-mesh implementation introduced in 3.1. For further details we refer to [8].

The default QoI is the \(L^2\)-norm for vector valued functions in a region of interest \(D^{\text{RoI}} = (0.25, 0.75) \times (0, 0.25)\) at time \(T = 1\), i.e.,

\[Q(\omega) := \left(\int_{0.25}^{0.75} \int_{0}^{0.25} |(v, p)^\top(\omega, x_1, x_2, 1)|_2^2 dx_2 dx_1\right)^{1/2},\]

where \(|.|_2\) is the Euclidean-norm. The problem configuration is illustrated in Figure 5 for one particular realization of the input data at the time points \(t = 0.0625, t = 0.5\) and \(t = 1.0\).

Method Configuration. The experiments are conducted on the HoReKa supercomputer for \(T_B = 6\) hours using \(|\mathcal{P}| = 1024\) processing units. We initialize the BMLMC method on four initial levels starting with the mesh width \(h_0 = 2^{-5}\) by

\[\{M^{\text{init}}_{0, \ell}\}_{\ell=0}^{L_0} := \{M^{\text{init}}_{0,0} = 2^{12}, M^{\text{init}}_{0,1} = 2^{10}, M^{\text{init}}_{0,2} = 2^7, M^{\text{init}}_{0,3} = 2^5\}\]

which consumes less than 5% of the total computational budget but already provides good initial estimates. Furthermore, we choose the splitting factor as \(\theta = 0.5\) and the reduction factor as \(\eta = 0.9\). The semi-discrete solution is searched in \(V_{dG}\) on uniform meshes with \(h_\ell = h_0 2^{-\ell}\), which is then solved using an implicit midpoint rule with the time-step size \(\tau_\ell = 2^{-2\ell+3}\).

Covariance Function. As start, we examine the influence of the covariance function (5.1) on the behavior of Algorithm 2.1. Analytical investigations [16, 17, 47, 55] as well as experiments [8, 9] for elliptic problems have shown that the structure of the log-normal fields has a large influence on the constant and the convergence rate in Theorem 2.4. We conduct similar investigations for the acoustic wave equation with log-normally distributed material parameters by choosing \(\sigma \in \{0.5, 0.75, 1.0\}\) in the covariance function (5.1), while everything else is kept as described in the configurations. The results of this experiment are given in Figure 6, where in the top row the a posteriori verification of Assumption 2.3 is given with the estimated exponents \(\tilde{\alpha}, \tilde{\beta}\) and \(\tilde{\gamma}\). In the bottom row, the figure shows the computed amount of samples on each level on the left, the cost distribution over the levels in the middle, and the numerical verification of the convergence of Proposition 2.5 on the right. The x-axis of the lower right plot is the relative left over time budget \((T_{B,0} - T_{B,1})/T_{B,0}\) and the y-axis is the estimated RMSE over the estimation rounds in logarithmic scales. Figure 6 clearly shows that increasing the variance in (5.1) worsens the constant...
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Fig. 6. Experiments on the covariance function (5.1) of the log-normal field.

in Proposition 2.5, while the measured convergence rate \( \hat{\delta} \), estimated by

\[
\min_{(\delta, \varepsilon_0)} \sum_i \left( \log_2(\text{err}_{\text{RMSE}, i}) - \hat{\delta} \log_2((T_{B,0} - T_{B,1})/T_{B,0}) + \varepsilon_0 \right)^2,
\]

only changes slightly. We further remark that the BMLMC method works very reliably for this model problem and is capable to exhaust the large computational budget of \( B = 1024 \cdot 6 \) CPU hours feasibly and completely. This can be seen on the middle plot on the bottom, where the total computing times are given by the horizontal lines staying just below the time represented by the red line. Similar investigations for \( \nu \) and \( \lambda \) in (5.1) or any sort of input data to Problem 4.1 can be done as well for which we refer again to [8].

Time Discretization. We further investigate the time discretization. Even though only shortly discussed in Subsection 4.2, finding the right time-steps and the right time integrator is crucial for the performance of the overall method and its stability. In Figure 7, we illustrate the comparison of three different implicit Runge-Kutta methods with the global convergence order of \( O(\tau^2) \). Particularly, we compare the implicit midpoint rule (IMPR), the Crank Nicolson (CN) method and a third diagonal implicit Runge-Kutta (DIRK) method determined by the Butcher-tableau:

\[
\text{DIRK}: \begin{array}{ccc}
1/4 & 1/4 & 0 \\
3/4 & 1/2 & 1/4 \\
1/2 & 1/2 & 1/2 \\
\end{array}
\]

By the lower right plot of Figure 7, we see that the implicit midpoint rule yields the smallest estimated error and thereby is the best choice out of theses three since we have assigned all three experiments the same computational budget. We suspect that the reason for this is that the evaluations in each time-step in the IMPR are cheaper than for the other two methods. As a consequence of this cost saving, more samples and even one additional level can be computed using the IMPR. We remark that we experimented with explicit Runge-Kutta methods, too, but the time-step sizes \( \tau \) had to be drastically reduced in order to stabilize the computation. Locally adaptive schemes as in [31] might overcome this issue, however, we have not been comparing this ansatz to the current implicit approach yet.
We recall the discussion of Subsection 4.2 and examine the influence of the time-step size on the overall method performance. The results are given in Figure 8 where we tried out different ratios $\tau / h_{\ell} \in \{2^{-1}, 2^{-2}, 2^{-3}, 2^{-4}\}$. By the plot on the upper right, we see that the constant $c_{\gamma}$ slightly depends on the time-step as predicted, but also that the variance reduction $b_{\beta}$ (upper row in the middle) is heavily influenced. The best choice is $C_{\text{CFL}} = 2^{-3}$ again reviled in the lower right plot of Figure 8. We further remark that with this choice the estimate $\hat{\gamma} = 3.1$ is very close to the best possible value of $\gamma = D + 1 = 3$ as further explained in [36].

**Space Discretization.** For the next experiment, we are interested in the polynomial degree of the $dG$ space $V^{dG}_{\ell,p}$. The results in Figure 9 show that an ansatz space with a higher degree is worth to consider since the $eR_{\text{RMSE}}$ gets smaller with a growing degree even though the cost constant $c_{\gamma}$ (confer upper right plot) is higher. We emphasize that this conclusion is highly problem dependent and that the higher polynomial degree is only worth the additional cost, if the true solution to the PDE provides enough regularity. It is well known, for example given in a discussion in [18], that the cost is dominated by the highest level if $\beta > \gamma$. Contrary to that, if $\beta < \gamma$, the cost...
is dominated by the lower levels. Both cases can be observed in Figure 9 on the bar plot in the center of the bottom row, where for \( p = 1 \) the estimated exponents satisfy \( \beta = 0.51 < 3.07 = \tilde{\gamma} \) and for \( p = 3 \) the exponents are given as \( \tilde{\beta} = 5.44 > 3.17 = \tilde{\gamma} \).

**Parallelization.** Last but not least, we examine the proposed parallelization by conducting a weak scaling experiment, i.e., we increase the computational resources from \(|\mathcal{P}| = 128\) to \(|\mathcal{P}| = 2048\) and keep the computational time budget fixed at \( T_B = 6\) hours. The numerical results of this experiment are summarized in Figure 10. The lower right plot indicates clearly that we effectively reduce the estimated error by utilizing more processing units. However, to examine the influence of the reduction factor \( \eta \) and to evaluate the method in the light of Proposition 2.5, we solve the problem again on \(|\mathcal{P}_{\text{max}}| = 8192\) and on \(|\mathcal{P}_{\text{max}}| \cdot 2^{-k} \) with \( k = 1, \ldots, 7\). Subsequently, we consider the estimated error at the very end of the simulation, i.e., at \( (T_B, 0) - (T_B, 1) \) and plot this over \( 2^{-k} \). With this and (2.16), we conclude for some \( \lambda_p \in (0, 1) \)

\[
\epsilon_k \lesssim \epsilon_s + \epsilon_{p,k} = \epsilon_s + \lambda_p(2^{-k} \cdot |\mathcal{P}_{\text{max}}| \cdot T_B)^{-\delta} = \epsilon_s + \lambda_p(|\mathcal{P}_{\text{max}}| \cdot T_B)^{-\delta} \cdot 2^{kd}.
\]
This motivates to determine $\tilde{e}_{\text{RMSE},s}$ and $\tilde{e}_{\text{RMSE},p}$ by fitting the curve

$$\tilde{e}_{\text{RMSE},k} = \tilde{e}_{\text{RMSE},s} + \tilde{e}_{\text{RMSE},p} \cdot 2^{k/b}.$$ 

The results of these experiments and the fitted curve are given in Figure 11 for $\eta \in \{0.7, 0.8, 0.9\}$, which illustrates the influence of the reduction factor on the parallelization. Clearly, we can see in this plot that the smaller the reduction factor, the smaller is the estimated error. This is because the larger reduction factor leads to more frequent synchronizations of the processing units and thus, leading to parallelization losses and ultimately in larger errors. The downside of small reduction factors is the higher probability of exceeding or not fully using the computational budget. In conclusion, in Figure 11 we see that the proposed BMLMC method adheres to the theoretical bound of Proposition 2.5 and that $\lambda_p$ is mostly influenced by the reduction factor $\eta$.

![Figure 11. Numerical verification of Proposition 2.5.](image)

6. Discussion, Conclusion and Outlook. We present a novel adaptation of the MLMC method called Budgeted MLMC (BMLMC) method. This approach minimizes the need for prior knowledge, while demonstrating high reliability, robustness, and broad applicability. Furthermore, it achieves exceptional performance within budget constraints and offers full parallelization up to the limits of Gustafson’s law.

The method’s effectiveness stems from three fundamental components: the seamless integration of MLMC with FE methods, the adaptive load distribution within a single distributed data structure according to (3.2), and the resource allocation within an HPC system following the optimality principle (2.20).

To demonstrate this experimentally, we conduct investigations on the challenging problem of approximating acoustic wave equations in random and heterogeneous media. Our methodology involves a fully automated process using the continuous delivery pipeline of the software M++ [59] connected to the HoReKa supercomputer. This allows us to reproduce and enhance the numerical results obtained from our implementation.

For a comprehensive explanation of the software, we refer to a forthcoming publication or to [8, 9]. This will provide detailed insights into the software development workflow, as well as highlight the distinguishing features and applications of M++ including space-time discretizations [20, 24], interval arithmetic computations [60], full waveform inversion [11], and other challenging applications like cardio-vascular simulations [26].
This utilization of automated investigations and the empirical search for the optimal algorithm combination provide motivation to view the MLMC method as a knapsack problem. This perspective has facilitated the development of the BMLMC method, incorporating DP techniques and drawing inspiration from the continuation MLMC method [19].

The same approach could potentially be applied to other multi-level UQ algorithms such as multi-level stochastic collocation (MLSC) or multi-level quasi-Monte Carlo (MLQMC) methods. To begin, we recognize that we can utilize the same parallelization strategy and the same distributed data structure. However, DP relies on a nested problem structure. By employing nested sparse grids and suitable lattice rules for QMC, we can preserve this problem structure. This results in a less flexible selection of \( \{\Delta M_i, \ell_i\}_{\ell=0}^{L_i}. \) Furthermore, the on-the-fly estimation of the errors is not as straightforward as it is for simple Monte Carlo methods. Although these methods may be more complex, we anticipate that the benefits of the BMLMC approach can be extended to MLSC and MLQMC methods with careful consideration and adaptation. We leave detailed investigations into these directions open for future work.

Finally, we interpret the consequence of Proposition 2.5. The notion that infinite computing power does not bypass computing time is derived by combining the \( \varepsilon \)-cost theorem and Gustafson’s law. Intuitively, this result makes sense because adding more workers also entails increased synchronization, which prevents the objective from being arbitrarily optimized. Thus, there will always be a synchronization or parallelization bias that can only be mitigated by allocating more time for optimization. The key aspect of demonstrating this insight lies in viewing computing time as a component of the algorithm’s cost and connecting the algorithm’s objective with hardware resources through Gustafson’s law. This idea is quite general, suggesting that similar statements to those in Proposition 2.5 can be derived for other UQ algorithms beyond MLMC, and perhaps even in the realm of machine learning.
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