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Abstract

We study the nonlinear dynamics of perturbed, spectrally stable T -periodic stationary so-
lutions of the Lugiato-Lefever equation (LLE), a damped nonlinear Schrödinger equation with
forcing that arises in nonlinear optics. It is known that for each N ∈ N, such a T -periodic wave
train is asymptotically stable against NT -periodic, i.e. subharmonic, perturbations, in the sense
that initially nearby data will converge at an exponential rate to a (small) spatial translation
of the underlying wave. Unfortunately, in such results both the allowable size of initial per-
turbations as well as the exponential rates of decay depend on N and, in fact, tend to zero
as N → ∞, leading to a lack of uniformity in the period of the perturbation. In recent work,
the authors performed a delicate decomposition of the associated linearized solution operator
and obtained linear estimates which are uniform in N . The dynamical description suggested
by this uniform linear theory indicates that the corresponding nonlinear iteration can only be
closed if one allows for a spatio-temporal phase modulation of the underlying wave. However,
such a modulated perturbation is readily seen to satisfy a quasilinear equation, yielding an in-
herent loss of regularity. We regain regularity by transferring a nonlinear damping estimate,
which has recently been obtained for the LLE in the case of localized perturbations to the case
of subharmonic perturbations. Thus, we obtain a nonlinear, subharmonic stability result for
periodic stationary solutions of the LLE that is uniform in N . This in turn yields an improved
nonuniform subharmonic stability result providing an N -independent ball of initial perturba-
tions which eventually exhibit exponential decay at an N -dependent rate. Finally, we argue
that our results connect in the limit N → ∞ to previously established stability results against
localized perturbations, thereby unifying existing theories.
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France; mharagus@univ-fcomte.fr

†Department of Mathematics, University of Kansas, 1460 Jayhawk Boulevard, Lawrence, KS 66045, USA;
matjohn@ku.edu

‡Division of Mathematics and Computer Science, Lyon College, 2300 Highland Road, Batesville, AR 72501, USA;
wesley.perkins@lyon.edu

§Karlsruhe Institute of Technology, Englerstraße 2, 76131 Karlsruhe, Germany; bjoern.rijk@kit.edu

1



1 Introduction

In this paper, we consider the asymptotic behavior and nonlinear stability against subharmonic
perturbations of periodic stationary solutions of the Lugiato-Lefever equation (LLE)

(1.1) ψt = −iβψxx − (1 + iα)ψ + i|ψ|2ψ + F,

where ψ(x, t) is a complex-valued function depending on a temporal variable t ≥ 0 and a spatial
variable x ∈ R, the parameters α, β are real, and F is a positive constant. The LLE was derived
in 1987 from Maxwell’s equations in [20] as a model to study pattern formation within the optical
field in a dissipative and nonlinear cavity filled with a Kerr medium and subjected to a continuous
laser pump. In this context, ψ(x, t) represents the field envelope, F > 0 represents the normalized
pump strength, |β| = 1 is a dispersion parameter, and α > 0 represents a detuning parameter.
Note that the case β = 1, corresponding to a defocusing nonlinearity, is referred to as the “normal”
dispersion case, while the case β = −1, corresponding to a focusing nonlinearity, is referred to
as the “anomalous” dispersion case. The LLE has recently become the subject of intense study
in the physics literature, in part due to the fact that it has become a canonical model for high-
frequency combs generated by microresonators in periodic optical waveguides; see, for example, [2]
and references therein.

Several recent works have studied the existence of spatially periodic stationary solutions of (1.1),
as well as the nonlinear dynamics about them. Such solutions ψ(x, t) = φ(x) correspond to T -
periodic solutions of the profile equation

(1.2) −iβφ′′ − (1 + iα)φ+ i|φ|2φ+ F = 0.

Smooth periodic solutions of (1.2) have been constructed using perturbative arguments, as well as
local and global bifurcation theory [5, 6, 8, 9, 21, 23]. It turns out that most of the constructed
periodic waves are unstable under general bounded perturbations [5]. A class of periodic waves
which are spectrally stable under general bounded perturbations has been identified in [6]. Nonlin-
ear stability results have been obtained for co-periodic perturbations, i.e. T -periodic perturbations
of the T -periodic wave φ, in [24, 31] and for localized perturbations in the recent works [11, 32].
The results from [24, 31] can be extended to subharmonic perturbations, i.e. NT -periodic pertur-
bations, provided spectral stability holds and the integer N is fixed. It turns out that both the
allowable size of initial perturbations as well as the exponential rates of decay, which depend on N ,
tend to zero as N →∞, leading to a lack of uniformity in the period of the perturbation. A linear
stability result which holds uniformly in N has been obtained in [10]. The goal of the present work
is to upgrade this result to the nonlinear level.

1.1 Spectral Stability Assumptions

The local dynamics about a given T -periodic stationary solution φ of (1.1) can be captured by
considering the perturbed solution

(1.3) ψ(x, t) = φ(x) + ṽ(x, t)

of (1.1), where ṽ represents some admissible perturbation. Decomposing the solution φ = φr + iφi
and the perturbation ṽ = ṽr+iṽi into their real and imaginary parts1, we see that (1.3) is a solution

1Going forward, we will slightly abuse notation and write our complex functions f in the form f =
(
fr
fi

)
.
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of (1.1) provided that the real-valued functions ṽr and ṽi satisfy the system

(1.4) ∂t

(
ṽr
ṽi

)
= A[φ]

(
ṽr
ṽi

)
+ Ñ [φ](ṽ),

where here A[φ] is the (real) matrix differential operator

(1.5) A[φ] = −I + JL[φ],

with

J =

(
0 −1
1 0

)
, L[φ] =

(
−β∂2

x − α+ 3φ2
r + φ2

i 2φrφi
2φrφi −β∂2

x − α+ φ2
r + 3φ2

i

)
,

and where the nonlinearity is given by

Ñ [φ] (ṽ) = J
(

3ṽ2
r + ṽ2

i 2ṽrṽi
2ṽrṽi ṽ2

r + 3ṽ2
i

)(
φr
φi

)
+ J

∣∣∣∣( ṽr
ṽi

)∣∣∣∣2( ṽr
ṽi

)
.(1.6)

The following notion of spectral stability served as the main hypothesis for the uniform linear
stability result for subharmonic perturbations in [10] as well as for the nonlinear stability results
for localized perturbations in [11, 32].

Definition 1.1. Let T > 0. A smooth T -periodic stationary solution φ of (1.1) is said to be
diffusively spectrally stable provided the following conditions hold:

(i) the spectrum of the linear operator A[φ], given by (1.5) and acting in L2(R), satisfies

σL2(R)(A[φ]) ⊂ {λ ∈ C : <(λ) < 0} ∪ {0};

(ii) there exists θ > 0 such that for any ξ ∈ [−π/T, π/T ) the real part of the spectrum of the
Bloch operator Aξ[φ] :=M−1

ξ A[φ]Mξ, acting on L2
per(0, T ), satisfies

<
(
σL2

per(0,T )(Aξ[φ])
)
≤ −θξ2,

where here Mξ denotes the multiplication operator (Mξf) (x) = eiξxf(x);

(iii) λ = 0 is a simple eigenvalue of the Bloch operator A0[φ], and the derivative φ′ ∈ L2
per(0, T )

of the periodic wave is an associated eigenfunction.

Since the pioneering work of Schneider [28, 29, 30], the above notion of spectral stability (or
extensions of it that account for more symmetries) has been standard in the linear and nonlinear
stability analysis of periodic traveling or steady waves in dissipative systems. Indeed, it has been
shown [3, 7, 12, 13, 14, 27] to imply important properties regarding the nonlinear dynamics against
localized, or general bounded, perturbations, including the long-time dynamics under (large) phase
modulations. We emphasize that the spectrally stable periodic steady waves of the LLE constructed
in [6] are diffusively spectrally stable in the sense of Definition 1.1.

Floquet-Bloch theory shows that the spectrum of A[φ] acting in L2(R) is equal to the union of
the spectra of the Bloch operators Aξ[φ] acting in L2

per(0, T ) for ξ ∈ [−π/T, π/T ). For subharmonic
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perturbations, the operator A[φ] acts in L2
per(0, NT ), for some N ∈ N, and its spectrum is the

union of the spectra of the Bloch operators Aξ[φ] acting in L2
per(0, T ) for ξ in the discrete set

{y ∈ [−π/T, π/T ) : eiyNT = 1}. As a consequence, diffusively spectrally stable periodic waves are
necessarily spectrally stable to all subharmonic perturbations and, further, the spectrum possesses
an N -dependent gap δN > 0, i.e., we have

(1.7) <
(
σL2

per(0,NT )(A[φ]) \ {0}
)
≤ −δN

for each N ∈ N. We recall that the presence of the eigenvalue 0 is a well-known consequence of the
invariance of the LLE under spatial translations. Differentiation of the profile equation (1.2) with
respect to x shows that A[φ](φ′) = 0, and hence λ = 0 is an eigenvalue with eigenfunction φ′ of the
operator A[φ] acting in L2

per(0, NT ) for all N ∈ N.

1.2 Prior Subharmonic Stability Results

The presence of the spectral gap (1.7) and the simplicity of the eigenvalue λ = 0 allow us to obtain
nonlinear stability against subharmonic perturbations for each arbitrary, but fixed, integer N ∈ N.
This result follows as a straightforward extension of the nonlinear stability result for co-periodic
perturbations in [31].

Theorem 1.2 (Subharmonic Nonlinear Asymptotic Stability). Let φ be a smooth T -periodic sta-
tionary solution of (1.1) that is diffusively spectrally stable in the sense of Definition 1.1. For each
N ∈ N, take δN > 0 such that (1.7) holds. Then, for every δ ∈ (0, δN ) there exist εδ, Cδ > 0 such
that for each v0 ∈ H1

per(0, NT ) with ‖v0‖H1
per(0,NT ) < εδ there exist a constant γ ∈ R and a global

mild solution ψ ∈ C
(
[0,∞), H1

per(0, NT )
)

of (1.1) with initial condition ψ(0) = φ+ v0 satisfying

|γ| ≤ Cδ‖v0‖H1
per(0,NT ), ‖ψ(·, t)− φ(·+ γ)‖H1

per(0,NT ) ≤ Cδe
−δt‖v0‖H1

per(0,NT ),

for all t ≥ 0.

While Theorem 1.2 establishes nonlinear stability against NT -periodic perturbations for each
fixed N ∈ N, it lacks uniformity in N in two (related) aspects. Indeed, both the allowable size of
initial perturbations εδ and the exponential rate of decay δ are controlled by the size of the spectral
gap δN . Since δN → 0 as N →∞, it follows that both εδ and δ chosen in Theorem 1.2 necessarily
tend to zero as N →∞, while the constant Cδ tends to infinity.

Addressing this issue requires us to develop a strategy to uniformly handle the accumulation of
NT -periodic eigenvalues near λ = 0 as N →∞. In the proof of Theorem 1.2, the eigenvalue λ = 0
was enclosed in a small ball B(0, rN ), where the N -dependent radius rN > 0 is chosen so that

σL2
per(0,NT ) (A[φ]) ∩B(0, rN ) = {0},

leading to the associated spectral projection

(1.8) P0,N =
1

2πi

∫
∂B(0,rN )

dz

z −A[φ]
=

1

N
φ′
〈

Φ̃0, ·
〉
L2
per(0,NT )

,
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onto the 1-dimensional NT -periodic kernel of A[φ] spanned by φ′. Here, Φ̃0 is the function
spanning the L2

per(0, T )-kernel of the adjoint A[φ]∗ of the operator A[φ], normalized to satisfy
〈Φ̃0, φ

′〉L2
per(0,T ) = 1. One then decomposes the semigroup, generated by A[φ], as

eA[φ]t = P0,N + eA[φ]t (1− P0,N ) ,

and shows that for each δ ∈ (0, δN ) there exists a constant Cδ > 0 such that∥∥∥eA[φ]t (1− P0,N ) f
∥∥∥
H1

per(0,NT )
≤ Cδe−δt‖f‖H1

per(0,NT ),

for all t ≥ 0 and f ∈ H1
per(0, NT ). This allows one to establish the nonlinear stability result in

Theorem 1.2; see [31] for more details.

The lack of uniformity thus stems from the fact that one must take the radius rN → 0 asN →∞.
To establish uniform bounds one should instead work with a ball B(0, r) with an N -independent
radius r > 0 and define the spectral projection

P :=
1

2πi

∫
∂B(0,r)

dz

z −A[φ]
,

associated with the generalized eigenspace corresponding to all the eigenvalues in the interior of
the ball. Naturally, the dimension of this generalized eigenspace tends to infinity as N → ∞, a
difficulty which must be handled to establish uniform in N decay estimates associated with the
induced decomposition of the semigroup. This analysis of the semigroup was carried out in detail
in [10]. We slightly reformulate the main result from [10]; see Section 2.

Theorem 1.3 ([10] Uniform Subharmonic Linear Asymptotic Stability). Suppose φ is a smooth T -
periodic stationary solution of (1.1) that is diffusively spectrally stable in the sense of Definition 1.1.
Then, there exists a constant C > 0 such that for every N ∈ N and f ∈ L2

per(0, NT ) there exist a
constant σ` ∈ R and a function γ` ∈ C

(
[0,∞), L2

per(0, NT )
)

with the following properties:∥∥∥eA[φ]tf
∥∥∥
L2
per(0,NT )

, |σ`| ≤ C‖f‖L1
per(0,NT )∩L2

per(0,NT ),∥∥∥∥eA[φ]tf − 1

N
φ′(·)σ`

∥∥∥∥
L2
per(0,NT )

≤ C(1 + t)−
1
4 ‖f‖L1

per(0,NT )∩L2
per(0,NT ),∥∥∥∥γ`(·, t)− 1

N
σ`

∥∥∥∥
L2
per(0,NT )

≤ C(1 + t)−
1
4 ‖f‖L1

per(0,NT )∩L2
per(0,NT ),∥∥∥eA[φ]tf − φ′(·)γ`(·, t)

∥∥∥
L2
per(0,NT )

≤ C(1 + t)−
3
4 ‖f‖L1

per(0,NT )∩L2
per(0,NT ),

(1.9)

for all t ≥ 0.

We point out that the use of the L1-norm is essential in obtaining these uniform estimates as can
be seen from the proof of Theorem 1.3 in [10]. In fact, the nonuniform embedding L2

per(0, NT ) ↪→
L1

per(0, NT ) for which

‖f‖L1
per(0,NT ) ≤

√
NT‖f‖L2

per(0,NT ), f ∈ L2
per(0, NT ),

yields that the estimates (1.9) do hold in L2
per(0, NT ), but with an N -dependent constant C

√
NT .

In addition, the uniform decay rates obtained in this result are exactly the ones found in the case
of localized perturbations, the ideas of proof being also very similar, cf. [11].

5



1.3 Goal of Paper and Technical Challenge

The aim of this paper is to upgrade Theorem 1.3 to the nonlinear level. We note that such a result
is not at all straightforward. To gain insight into the main technical difficulties, we first provide
an interpretation of the dynamics suggested by Theorem 1.3. Suppose φ is a T -periodic stationary
solution of (1.1), which is diffusively spectrally stable, and suppose that ψ(x, t) is a solution of (1.1)
with initial data ψ(x, 0) = φ(x)+εv0(x) with |ε| � 1 and v0 ∈ L2

per(0, NT ). From (1.9), it is natural
to suspect that for t� 1 one should have

ψ(x, t) ≈ φ(x) + εeA[φ]tv0(x) ≈ φ(x) + εφ′(x)γ`(x, t) ≈ φ (x+ εγ`(x, t)) ,

which is a small phase modulation of the background wave φ. This suggests that, in order to
capture the leading-order dynamics under perturbations (in a uniform way), one must incorporate
into the nonlinear argument a phase modulation γnl(x, t) which depends on both space and time.2

It turns out that the resulting inverse-modulated perturbation

v(x, t) = ψ (x− γnl(x, t), t)− φ(x),

necessarily satisfies a quasilinear equation, thus yielding an inherent loss of regularity. In earlier
work [16], considering subharmonic perturbations of periodic waves in reaction-diffusion systems,
this obstacle was overcome using a nonlinear damping estimate, which is an energy estimate ef-
fectively controlling higher Sobolev norms of the modulated perturbation in terms of its L2-norm.
However, in contrast to the reaction-diffusion case, such a damping estimate cannot be obtained
with standard methods in our case due to low-order damping effects of the LLE.

The same difficulty appears in the study of the nonlinear stability of periodic waves for localized
perturbations. Two alternative approaches to control regularity in the LLE were recently presented
in [11, 32]. While the approach in [11] relies on tame estimates on the unmodulated perturbation

ṽ(t) := ψ (t)− φ.

the approach in [32] uses nonlinear damping estimates on the forward-modulated perturbation

v̊(x, t) = ψ (x, t)− φ (x+ γnl(x, t)) .

This second approach has the advantage that it requires less regularity on initial data. We refer
to [32] for a comparison of these methods; see also Section 3.

In this paper, we present an N -uniform nonlinear iteration scheme for subharmonic pertur-
bations of Lugiato-Lefever periodic waves, loosely following the modulational approach of [16] for
subharmonic perturbations of periodic reaction-diffusion waves, and, in order to control regularity,
we transfer the method of [32] to the subharmonic setting in an N -uniform way.

1.4 Main Result

We state our main result, which establishes N -uniform nonlinear stability of diffusively spectrally
stable T -periodic steady waves in the LLE against subharmonic perturbations and gives a precise
modulational description of the local dynamics about the wave.

2This stands in contrast to the classical approach of using a phase modulation that depends only on time.
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Theorem 1.4 (Uniform Subharmonic Nonlinear Asymptotic Stability). Let T > 0 and suppose
that φ is a smooth T -periodic stationary solution of (1.1) that is diffusively spectrally stable in the
sense of Definition 1.1.3 Then, there exist constants ε,M > 0 such that, for each N ∈ N, whenever
v0 ∈ H2

per(0, NT ) satisfies
E0 := ‖v0‖L1

per(0,NT )∩H2
per(0,NT ) < ε,

there exist a constant σnl ∈ R, a modulation function

γnl ∈ C
(
[0,∞), H4

per(0, NT )
)
∩ C1

(
[0,∞), H2

per(0, NT )
)
,

and a global classical solution

ψ ∈ C
(
[0,∞), H2

per(0, NT )
)
∩ C1

(
[0,∞), L2

per(0, NT )
)
,

of (1.1) with initial condition ψ(0) = φ+ v0, with the following properties:

‖ψ(·, t)− φ‖H2
per(0,NT ) , |σnl| ≤ME0,∥∥∥∥ψ(·, t)− φ

(
·+ 1

N
σnl

)∥∥∥∥
H2

per(0,NT )

≤ME0(1 + t)−
1
4 ,∥∥∥∥γnl(·, t)−

1

N
σnl

∥∥∥∥
L2
per(0,NT )

≤ME0(1 + t)−
1
4 ,

‖ψ (·, t)− φ (·+ γnl(·, t))‖H2
per(0,NT ) ≤ME0(1 + t)−

3
4 ,

‖∂xγnl(·, t)‖H3
per(0,NT ) , ‖∂tγnl(·, t)‖H2

per(0,NT ) ≤ME0(1 + t)−
3
4 ,

(1.10)

for all t ≥ 0.

We note that the decay rates in Theorem 1.4 are sharp in the sense that they coincide with the
(optimal) decay rates in the corresponding N -uniform linear result, Theorem 1.3. They also agree
with the decay rates obtained for localized perturbations in [11, 32]. Although the regularity on
the initial perturbation required in Theorem 1.4 is higher than in the linear result, Theorem 1.3,
the regularity requirement in Theorem 1.4 is natural in the sense that it does reflect the amount
of regularity needed to obtain a classical solution in L2

per(0, NT ) of the semilinear LLE (1.1) via
standard semigroup theory. Indeed, the domain of the linear operator βi∂2

x acting on L2
per(0, NT ) is

H2
per(0, NT ). We emphasize that the use of nonlinear damping estimates on the forward-modulated

perturbation as in [32] allows us to preserve the regularity on the initial perturbation from the
local existence theory, v0 ∈ H2

per(0, NT ), whereas the use of mild estimates on the unmodulated
perturbation as in [11] would require a higher regularity, v0 ∈ H6

per(0, NT ); see Section 3.

Remark 1.5. We point out that the spatial translates γ and σnl/N in Theorems 1.2 and 1.4 must
be the same. To see this, fix N ∈ N, take εδ as in Theorem 1.2 and ε as in Theorem 1.4. If
v0 ∈ H2

per(0, NT ) satisfies E0 := ‖v0‖L1
per(0,NT )∩H2

per(0,NT ) < min{ε, εδ}, then Theorems 1.2 and 1.4
imply that the solution ψ of (1.1) with initial condition ψ(0) = φ+ v0 satisfies

‖ψ(·, t)− φ(·+ γ)‖H1
per(0,NT ) ≤ CδE0e

−δt,

∥∥∥∥ψ(·, t)− φ
(
·+ 1

N
σnl

)∥∥∥∥
H2

per(0,NT )

≤ME0(1 + t)−
1
4 ,

3These hypotheses on φ are made throughout the whole paper.
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for t ≥ 0. So, the triangle inequality yields∥∥∥∥φ(·+ γ)− φ
(
·+ 1

N
σnl

)∥∥∥∥
H1

per(0,NT )

≤ CδE0e
−δt +ME0(1 + t)−

1
4 ,

for all t ≥ 0, and taking t→∞ justifies that γ = 1
N σnl, as claimed.

In light of this remark, we note that, as in [16], the results of Theorems 1.2 and 1.4 can be
combined to yield an N -independent ball of initial perturbations which eventually exhibit expo-
nential decay at an N -dependent rate to a translate of the periodic wave φ. That is, we improve
Theorem 1.2 by showing that, for all but an at most finite number of N ∈ N, the allowable size of
initial perturbations can be increased to a uniform size ε.

Corollary 1.6. Let φ, ε and M be as in Theorem 1.4. Fix N ∈ N, let δN be as in (1.7), and,
for δ ∈ (0, δN ), let εδ be as in Theorem 1.2. Then, there exist constants Tδ ≥ 0 and Mδ > 0
such that, whenever v0 ∈ H2

per(0, NT ) satisfies E0 := ‖v0‖L1
per(0,NT )∩H2

per(0,NT ) < max{ε, εδ},4 there
exist a constant σnl ∈ R and a global mild solution ψ ∈ C

(
[0,∞), H1

per(0, NT )
)

of (1.1) with initial
condition ψ(0) = φ+ v0 satisfying∥∥∥∥ψ(·, t)− φ

(
·+ 1

N
σnl

)∥∥∥∥
H1

per(0,NT )

≤

{
ME0(1 + t)−

1
4 , for 0 < t ≤ Tδ,

MδE0e−δt, for t > Tδ.

Together with the (formal) observation that, as N increases, functions in Hm
per(0, NT ) look

more like functions in Hm(R), we see that Corollary 1.6 also serves to formally connect the sub-
harmonic result in the limit as N → ∞ to the localized result established in [11, 32]. In order to
take the limit N → ∞, we (only here) fix E0 ∈ (0, ε) independent of N and choose a sequence
v0,N ∈ L1

per(0, NT ) ∩H2
per(0, NT ) such that ‖v0,N‖L1

per(0,NT )∩H2
per(0,NT ) = E0 for each N ∈ N.5 For

N sufficiently large, Tδ is defined to be the minimal time such that ME0(1+t)−
1
4 ≤ εδ for all t ≥ Tδ,

see the proof in Section 4 for motivation of the definition of Tδ. Since M and E0 are independent
of N while εδ → 0, we observe that Tδ →∞ as N →∞. Finally, noting that the spatial translate
1
N σnl converges to 0 and the time Tδ diverges to ∞ as N → ∞, we see that the localized result is
indeed recovered when we, again formally, take N →∞ and fix E0 independent of N .

1.5 Outline of the Paper

In Section 2, we collect and extend the relevant linear results obtained in [10]. We decompose the
semigroup eA[φ]t in a low- and high-frequency part, state associated N -uniform estimates on these
parts and study the interaction of the low-frequency part with spatial and temporal derivatives.
In Section 3, we construct our nonlinear iteration scheme and establish an N -uniform nonlinear
damping estimate to compensate for the loss of regularity exhibited by the scheme. In Section 4, we
apply the linear estimates to our nonlinear iteration scheme and prove our main result, Theorem 1.4,
and Corollary 1.6. In Appendix A, we provide a brief proof of the results presented in Section 2.
Finally, Appendix B is devoted to obtaining some local existence and regularity results necessary
for our nonlinear analysis.

4It is important to note that, since ε is independent of N while εδ → 0 as N → ∞, there is an at most finite
number of positive integers N for which we might have εδ > ε.

5This argument essentially mimics choosing w0 ∈ L1(R) ∩H2(R) such that Ẽ0 := ‖w0‖L1(R)∩H2(R) ∈ (0, ε) and a

sequence v0,N ∈ L1
per(0, NT ) ∩H2

per(0, NT ) such that ‖v0,N‖L1
per(0,NT )∩H2

per(0,NT ) → Ẽ0 as N →∞.
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1.6 Notation

For convenience, for each N,m ∈ N we introduce the notations

L1
N := L1

per(0, NT ), L2
N := L2

per(0, NT ), Hm
N := Hm

per(0, NT ).

We equip L1
N and L2

N with the norm and the inner-product

‖f‖L1
N

=

∫ NT

0
|f(x)|dx and 〈f, g〉L2

N
=

∫ NT

0
f(x)g(x)dx,

respectively, and equip Hm
N with the norm

‖f‖2Hm
N

= ‖f‖2L2
N

+
m∑
k=1

∥∥f (k)
∥∥2

L2
N
,

with f (k) representing the k-th order derivative of f . Notice that with these norms the Sobolev
embedding H1

N ↪→ L∞(R), holds uniformly in N .6
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der grant DMS-2108749, as well as the Simons Foundation Collaboration grant number 714021.
The work of BdR was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) – Project-ID 258734477 – SFB 1173.

2 Subharmonic Linear Estimates

The starting point for our nonlinear analysis is the recent linear analysis in [10], where the authors
established Theorem 1.3 by showing that the diffusive spectral stability assumptions in Defini-
tion 1.1 imply that, after splitting off the translational mode by applying the spectral projection
P0,N , defined in (1.8), the action of the semigroup eA[φ]t can be decomposed into two components,
one with (1 + t)−1/4-decay and one with (1 + t)−3/4-decay. The nonlinear analysis presented here
requires the following slight extension of these results showing in addition that the component with
slowest decay at rate (1 + t)−1/4 is smoothing.

Proposition 2.1. Let T > 0 and suppose that φ is a smooth, T -periodic stationary solution of (1.1)
that is diffusively spectrally stable in the sense of Definition 1.1. Then, the action of the linearized
solution operator eA[φ]t acting on v ∈ L2

N can be decomposed as

eA[φ]tv = P0,Nv + φ′sp,N (t)v + SN (t)v,(2.1)

where P0,N is the spectral projection (1.8), and the operators sp,N (t) and SN (t) have the following
properties.

6This can be seen by taking a constant C > 0, which bounds the norm of the continuous embedding H1(R) ↪→
L∞(R), and a smooth, T -dependent, cut-off function ω : R→ R with ‖ω‖L∞ = 1, ω(x) = 1 for x ≥ 0 and ω(x) = 0 for
x ≤ −T . For N ∈ N define ωN : R→ R by ωN (x) = 1 for x ∈ [0, NT ], ωN (x) = ω(x) for x ≤ 0 and ωN (x) = ω(NT−x)
for x ≥ NT . It follows ‖f‖L∞ = ‖fωN‖L∞ ≤ C‖fωN‖H1 ≤ 3C‖ωN‖W1,∞‖f‖H1

N
= 3C‖ω‖W1,∞‖f‖H1

N
for f ∈ H1

N ,
where we use the NT -periodicity of f .
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(i) For all integers j, l, k ≥ 0 there exists an N -independent constant Cj,l,k > 0 such that

(2.2)

∥∥∥∂lx∂jt sp,N (t)∂kxv
∥∥∥
L2
N

≤ Cj,l,k(1 + t)−
1
4
− l+j

2 ‖v‖L1
N
, v ∈ Hk

N ,∥∥∥∂lx∂jt sp,N (t)∂kxv
∥∥∥
L2
N

≤ Cj,l,k(1 + t)−
l+j
2 ‖v‖L2

N
, v ∈ Hk

N ,

for all t ≥ 0.

(ii) There exists an N -independent constant C > 0 such that

(2.3) ‖SN (t)v‖L2
N
≤ C(1 + t)−

3
4 ‖v‖L1

N∩L
2
N
, v ∈ L2

N ,

for all t ≥ 0.

For j = l = k = 0 this result has been proved in [10, Section 4]. We summarize the arguments
leading to the additional estimates (2.2) in Appendix A. Notice that the linear stability result in
Theorem 1.3 is an immediate consequence of the proposition above with the choice

σ` :=
〈

Φ̃0, f
〉
L2
N

, γ`(·, t) :=
1

N

〈
Φ̃0, f

〉
L2
N

+ sp,N (t)f,

for f ∈ L2
N , where Φ̃0 is the T -periodic function in the formula for the spectral projection (1.8).

For our purposes, it is convenient to slightly modify the decomposition (2.1) such that the first
two terms on the right hand side of (2.1), which have slowest decay, vanish at t = 0.7 To this end,
we introduce a smooth cutoff function χ : [0,∞)→ [0, 1], which vanishes on [0, 1] and equals 1 on
[2,∞), and write

eA[φ]tv = χ(t)P0,Nv + φ′s̃p,N (t)v + S̃N (t)v,(2.4)

with
s̃p,N (t) = χ(t)sp,N (t), S̃N (t) = (1− χ(t))

(
P0,N + φ′s̃p,N (t)

)
+ SN (t).

Because χ equals 1 on [2,∞), the inequalities (2.2) and (2.3) hold for s̃p,N (t) and S̃N (t) as well.

3 Nonlinear Iteration Scheme

The goal of this section is to introduce the nonlinear iteration scheme that will be employed in the
next section to prove our nonlinear stability result, Theorem 1.4. To this end, let φ be a smooth,
T -periodic stationary solution of the LLE (1.1), which is diffusively spectrally stable in the sense of
Definition 1.1. Fix N ∈ N and consider the perturbed solution ψ(t) of (1.1) with initial condition

ψ(0) = φ+ v0,

where v0 ∈ H2
N is sufficiently small. Noting that the linear operator βi∂2

x acting on the space L2
N

with domain H2
N generates a C0-semigroup, and the mapping ψ 7→ −(1 + iα)ψ + i|ψ|2ψ + F is

locally Lipschitz continuous on H2
N , standard semigroup theory readily yields local existence and

uniqueness of the perturbed solution ψ(t); see, for instance, [25, Proposition 6.1.7].

7This will facilitate the choice of the modulation functions in §3.1.
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Proposition 3.1 (Local Theory for the Perturbed Solution). For any v0 ∈ H2
N , there exists a

maximal time Tmax ∈ (0,∞] such that (1.1) admits a unique classical solution

ψ ∈ C
(
[0, Tmax), H2

N

)
∩ C1

(
[0, Tmax), L2

N

)
,

with initial condition ψ(0) = φ+ v0. In addition, if Tmax <∞, then

lim
t↑Tmax

‖ψ(t)‖H2
N

=∞.(3.1)

It is well-known that direct control on the unmodulated perturbation

ṽ(t) := ψ (t)− φ,

which satisfies the semilinear equation (1.4), is not strong enough to close a nonlinear stability
argument. Indeed, iterative estimates on the Duhamel formula associated with (1.4) are too weak
to close the nonlinear argument because of the presence of the constant, non-decaying, term P0,Nv
in the decomposition (2.1) of the semigroup eA[φ]t. To overcome this lack of decay, a standard
approach is to consider the temporally-modulated perturbation

v̆(x, t) := ψ(x, t)− φ (x+ σ(t)) ,

which then leads to the result in Theorem 1.2. However, this result is not uniform in N and the
N -uniform decay rate (1+ t)−1/4 of the remaining terms in the semigroup eA[φ]t is too weak to close
the nonlinear iteration in the presence of a quadratic nonlinearity. To overcome this obstacle, we
introduce the inverse-modulated perturbation

v(x, t) := ψ

(
x− γ(x, t)− 1

N
σ(t), t

)
− φ(x),(3.2)

where the temporal modulation function σ(t) is chosen to account for the nondecaying term P0,Nv
of the semigroup, whereas the spatio-temporal phase modulation γ(x, t) is chosen to account for
the term with slowest algebraic decay rate (1 + t)−1/4 in the semigroup decomposition (2.4). The
idea of a spatio-temporal phase modulation to capture the most critical diffusive dynamics stems
from the nonlinear stability analysis of periodic waves in reaction-diffusion systems against localized
and nonlocalized perturbations; see [7, 3, 18, 13, 14, 27]. The approach was then later adapted to
obtain N -uniform results in the case of subharmonic perturbations in [16] by including an additional
nondecaying temporal modulation σ(t). Note that this methodology also extends to systems with
additional conservation laws, thus allowing for additional modulation functions [17].

An issue is that the inverse-modulated perturbation v defined in (3.2) satisfies a quasilinear
equation, yielding an apparent loss of derivatives in the nonlinear iteration scheme. To regain
regularity one often relies on nonlinear damping estimates, which are energy estimates, effectively
providing control of higher Sobolev norms of the inverse-modulated perturbation in terms of its L2-
norm. If the underlying equation is parabolic, such nonlinear damping estimates can be obtained
from smoothing properties of the (analytic) semigroup; see for instance [18] and [16] for the case
of localized and subharmonic perturbations in reaction-diffusion systems, respectively. In general,
however, the existence of nonlinear damping estimates is not guaranteed and their derivation can
be tedious and lengthy; see, for instance, the delicate analyses [19, Appendix A], [22, Section 5]
and [26] in the case of hyperbolic-parabolic systems.
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In cases where nonlinear damping estimates are unavailable or difficult to obtain, there is an
alternative approach to control regularity, which was introduced in [4]. The key idea in [4] is
to incorporate tame estimates on the unmodulated perturbation ṽ(t), which satisfies a semilinear
equation in which no derivatives are lost. This approach was applied in the stability analysis [11] of
periodic waves in the LLE (1.1) against localized perturbations and works as long as the underlying
equation is semilinear. Moreover, it has the advantage that it does not rely on localization or
periodicity properties of perturbations and, thus, can be applied in case of pure L∞-perturbations,
cf. [4, 3].

Recently, a nonlinear damping estimate was established for the LLE in [32] in the case of
localized perturbations. The approach in [32] is to first derive a damping estimate for the forward-
modulated perturbation

v̊(x, t) := ψ (x, t)− φ
(
x+ γ(x, t) +

1

N
σ(t)

)
,(3.3)

and then exploit its equivalence to the inverse-modulated equation, modulo absorbable errors.
Here, the modulation functions γ and σ are precisely those chosen from the inverse-modulated
perturbation in (3.2). The advantage of using a nonlinear damping estimate over the approach
in [11] is that it requires less regularity on the initial data, as can be seen by comparing [32,
Theorem 6.2] with [11, Theorem 1.3], see also Remark 3.2. In addition, as pointed out in [32], it
allows for sharp bounds in case of a nonlocalized initial phase modulation, and has the possibility
(to be checked in individual cases) of extension to quasilinear equations. We refer to [32] for further
discussion and comparison with the above method from [11].

Thus, motivated by the possibility to allow for less regular initial data, we choose to control
regularity in this work by transferring the nonlinear damping estimate in [32] to the case of sub-
harmonic perturbations.

The rest of this section is structured as follows. First, we derive the (quasilinear) equation for
the inverse-modulated perturbation v, and obtain N -uniform estimates on the nonlinearities. Next,
we show that the critical terms in the Duhamel formula of the inverse-modulated perturbation
can be compensated for by making a judicious choice for the phase modulation functions σ(t)
and γ(x, t). Subsequently, we establish local well-posedness of the integral system consisting of
v, σ and γ. Finally, in an effort to control regularity in this system, we consider the forward-
modulated perturbation and derive a suitable N -uniform nonlinear damping estimate. The result
in Theorem 1.4 is proved in Section 4 with γnl = γ + σ/N and a suitably chosen constant σnl.

Remark 3.2. We note that it is possible to adapt the method of [4, 11] to the current setting in
order to regain regularity and obtain a nonlinear subharmonic stability result that is uniform in N .
This adaptation is complicated, however, by the fact that the temporally-modulated perturbation, v̆,
and the inverse-modulated perturbation, v, want to naturally select different temporal modulations,
σ(t), at least under the approach of [4, 11]. Despite this complication, we were able to establish a
result8 similar to Theorem 1.4, albeit with the requirement that v0 ∈ H6

N , instead of v0 ∈ H2
N , where

the higher regularity is necessary to guarantee optimal decay results in the absence of a nonlinear
damping estimate.

8We do not report the full result or details here.
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3.1 The Inverse-Modulated Perturbation

Applying the differential operator ∂t − A[φ] to the formula (3.2) for the inverse-modulated per-
turbation v while using that ψ(t) and φ solve the Lugiato-Lefever equation (1.1), we obtain the
quasilinear equation

(3.4) (∂t −A[φ])

(
v + γφ′ +

1

N
σφ′
)

= N (v, γ, ∂tγ, ∂tσ) + (∂t −A[φ])(γxv),

where A[φ] is the linear operator defined by (1.5) and the nonlinearity is given by

N (v, γ, γt, σt) = Q(v, γ) + ∂xR(v, γ, γt, σt) + ∂2
xP(v, γ),

where

Q(v, γ) = (1− γx)J
[(

3v2
r + v2

i 2vrvi
2vrvi v2

r + 3v2
i

)
φ+ |v|2v

]
,

is (at least) quadratic in v and where

R(v, γ, γt, σt) = −γtv −
1

N
σtv + βJ

[
γxx

(1− γx)2 v −
γ2
x

1− γx
φ′
]
,

P(v, γ) = −βJ
[
γx +

γx
1− γx

]
v,

contain all terms which are linear in v.

Using the N -uniform embedding H1
N ↪→ L∞(R), the following estimate on the nonlinearity is

straightforward to verify.

Lemma 3.3. There exists an N -independent constant C > 0 such that the inequality

‖N (v, γ, γt, σt)‖L1
N∩L

2
N
≤ C

(
‖v‖L2

N
‖v‖H1

N
+ ‖(γx, γt)‖H2

N×H
1
N

(
‖v‖H2

N
+ ‖γx‖L2

N

)
+ |σt|‖v‖H1

N

)
,

holds for all v ∈ H2
N , (γ, γt) ∈ H3

N ×H1
N and (σ, σt) ∈ R× R satisfying ‖v‖L∞ , ‖γx‖W 1,∞ ≤ 1

2 .

Next, we introduce the modulation functions σ and γ. The decomposition (2.4) of the semigroup
eA[φ]t in which the first two terms, with lower decay, vanish at t = 0 allows us to consider modulation
functions which vanish identically at t = 0, i.e. such that σ(0) = 0 and γ(·, 0) = 0. Then, the
Duhamel formulation associated with (3.4) reads

(3.5) v(t) +
1

N
σ(t)φ′ + γ(t)φ′ = eA[φ]tv0 +

∫ t

0
eA[φ](t−s)N (v, γ, ∂sγ, ∂sσ)(s)ds+ γx(t)v(t).

Together with the semigroup decomposition (2.4), and the formula (1.8) for the spectral projection
P0,N , this recommends the (implicit) choices

σ(t) = χ(t)
〈

Φ̃0, v0

〉
L2
N

+

∫ t

0
χ(t− s)

〈
Φ̃0,N (v, γ, ∂sγ, ∂sσ)(s)

〉
L2
N

ds,(3.6)

γ(t) = s̃p,N (t)v0 +

∫ t

0
s̃p,N (t− s)N (v, γ, ∂sγ, ∂sσ)(s)ds,(3.7)
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so that σ(t) accounts for the non-decaying χ(t)P0,N -terms and γ(x, t) for the slowly decaying
s̃p,N (t)-terms on the right-hand side of (3.5). Subtracting (3.6) and (3.7) from (3.5) yields the
equation for the inverse-modulated perturbation

(3.8) v(t) = S̃N (t)v0 +

∫ t

0
S̃N (t− s)N (v, γ, ∂sγ, ∂sσ)(s)ds+ γx(t)v(t).

Recalling the definition (3.2) of the inverse-modulated perturbation, one observes that (3.6)-
(3.7) forms a closed integral system in terms of σ and γ. A standard contraction mapping argument
then yields the local existence and uniqueness result for the modulation functions.

Proposition 3.4 (Local Theory for the Phase Modulations). Taking ψ and Tmax as in Proposi-
tion 3.1, there exists a maximal time τmax ∈ (0, Tmax] such that the integral system (3.6)-(3.7), with
v given by (3.2), has a unique solution

(σ, γ) ∈ C
(
[0, τmax),R×H4

N

)
∩ C1

(
[0, τmax),R×H2

N

)
,

with (σ, γ)(0) = 0. In addition, if τmax < Tmax, then

lim
t↑τmax

‖(σ(t), ∂tσ(t), γ(t), ∂tγ(t))‖R×R×H4
N×H

2
N

=∞.(3.9)

We prove this proposition in Appendix B. Then, for the inverse-modulated perturbation v we
obtain the following local existence result.

Proposition 3.5 (Local Theory for The Inverse-Modulated Perturbation). Taking ψ and Tmax as
in Proposition 3.1 and σ, γ and τmax as in Proposition 3.4, the inverse-modulated perturbation v,
defined by (3.2), satisfies v ∈ C

(
[0, τmax), L2

N

)
. Moreover, for any t ∈ [0, τmax) with ‖γx(t)‖L∞ ≤ 1

2
it holds v(t) ∈ H2

N .9

Proof. First, notice that v = V ◦ F where V is the continous mapping defined in Lemma B.1 and
F : [0, τmax)→ L2

N × R× [0, Tmax) is defined by F (t) = (γ(t), σ(t), t). By Proposition 3.4 the map
F is continuous which together with the continuity of V implies that v ∈ C

(
[0, τmax), L2

N

)
.

Next, let t ∈ [0, τmax) be such that ‖γx(t)‖L∞ ≤ 1
2 . Then, the map At : R→ R given by

At(x) = x− γ(x, t)− 1

N
σ(t),

is invertible. Moreover, the NT -periodicity of γ(·, t) implies At(NT )− At(0) = NT . Hence, using
Young’s inequality, the N -uniform embedding H1

N ↪→ L∞(R) and the substitution y = At(x), we

9We note that it is not clear that the inverse-modulated perturbation v : [0, τmax)→ H2
N is continuous. A standard

approach to prove continuity of v would be to apply the mean value theorem to the perturbed solution ψ(t) and
its derivatives. This would however require boundedness of the third derivative of ψ(t), which does not follow from
Proposition 3.1.
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establish a constant C > 0 such that for any f ∈ H2
N it holds

‖f (At(·))‖2H2
N
≤
∫ NT

0
|f (At(y))|2 dy + 2

∫ NT

0

∣∣f ′′ (At(y))
∣∣2A′t(y)4dy

+

∫ NT

0

∣∣f ′ (At(y))
∣∣2 (A′t(y)2 + 2A′′t (y)2

)
dy

=

∫ At(NT )

At(0)

|f (x)|2

1− γx
(
A−1
t (x), t

)dx

+ 2

∫ At(NT )

At(0)

∣∣f ′′ (x)
∣∣2 (1− γx (A−1

t (x), t
))3

dx

+

∫ At(NT )

At(0)

∣∣f ′ (x)
∣∣2 (1− γx (A−1

t (x), t
))2

+ 2γxx
(
A−1
t (x), t

)2
1− γx

(
A−1
t (x), t

) dx

≤ C‖f‖2H2
N

(
1 + ‖γxx(t)‖2H1

N

)
.

(3.10)

Therefore, we find v(t) = ψ(At(·), t)− φ ∈ H2
N by Propositions 3.1 and 3.4.

We note that the primary success in the above nonlinear decomposition is that the only com-
ponent of the linearized evolution eA[φ]t that remains in the equation (3.8) for v(t) is the S̃N (t)-
component, which exhibits temporal decay at the rate (1 + t)−

3
4 , which is strictly faster than the

(diffusive) decay rate (1 + t)−
1
4 associated with the projected semigroup eA[φ]t (1− P0,N ). Further,

the nonlinear residual N depends only on derivatives of γ and σ which, recalling that s̃p,N (0) = 0
and χ(0) = 0, satisfy

∂jt σ(t) = ∂jtχ(t)
〈

Φ̃0, v0

〉
L2
N

+

∫ t

0
∂jtχ(t− s)

〈
Φ̃0,N (v, γ, ∂sγ, ∂sσ)(s)

〉
L2
N

ds(3.11)

∂`x∂
j
t γ(x, t) = ∂`x∂

j
t s̃p,N (t)v0 +

∫ t

0
∂`x∂

j
t s̃p,N (t− s)N (v, γ, ∂sγ, ∂sσ)(s)ds(3.12)

for all `, j ∈ N0 and t ∈ [0, τmax). We observe that the derivative χ′(t) vanishes for t ≥ 2, whereas
the temporal decay of s̃p,N (t) improves to (1 + t)−

3
4 upon taking derivatives, cf. Proposition 2.1.

This suggests that the linear decay in an iteration scheme consisting of v(t) and derivatives of σ(t)
and γ(t) is strong enough to close a nonlinear argument. Yet, the apparent loss of regularity needs
to be addressed, which will be the purpose of the remainder of this section.

3.2 The Forward-Modulated Perturbation

First, the local existence and uniqueness of the forward-modulated perturbation, v̊ defined by (3.3),
readily follows from Propositions 3.1 and 3.4.

Corollary 3.6 (Local Theory for The Forward-Modulated Perturbation). Taking ψ as in Propo-
sition 3.1 and σ, γ and τmax as in Proposition 3.4, the forward-modulated perturbation v̊ defined
by (3.3) satisfies v̊ ∈ C

(
[0, τmax), H2

N

)
∩ C1

(
[0, τmax), LN2

)
.
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Proof. Let t, s ∈ [0, τmax). With the aid of the mean value theorem and the embedding H1
N ↪→

L∞(R) we establish a constant C > 0 such that

‖̊v(t)− v̊(s)‖H2
N
≤ C‖φ′‖W 2,∞

(
1 + ‖γx(t)‖H2

N
+ ‖γx(s)‖H2

N

)2 (
‖γ(t)− γ(s)‖H2

N
+ |σ(t)− σ(s)|

)
+ ‖ψ(t)− ψ(s)‖H2

N
,

and

‖∂tv̊(t)− ∂sv̊(s)‖L2
N
≤ ‖φ′‖L∞

(
‖∂tγ(t)− ∂sγ(s)‖L2

N
+ |σ′(t)− σ′(s)|

)
+ ‖∂tψ(t)− ∂sψ(s)‖L2

N

+ ‖φ′′‖L∞

(
‖∂tγ(t)‖H1

N
+ |σ′(t)|

)(
‖γ(t)− γ(s)‖L2

N
+ |σ(t)− σ(s)|

)
,

which yields the proof by invoking Propositions 3.1 and 3.4.

Applying the operator ∂t−A[φ] to (3.3) while using that φ and ψ(t) are solutions of (1.1), one
finds that the forward-modulated perturbation v̊ satisfies the equation

(3.13)
(
∂t −A

[
φ̊
])
v̊ = Ñ

[
φ̊
]

(̊v) + R̃ (γ, ∂tγ, ∂tσ) ,

for t ∈ [0, τmax), where φ̊ denotes the modulated periodic wave

φ̊(x, t) = φ

(
x+ γ(x, t) +

1

N
σ(t)

)
,

with σ and γ chosen as in (3.6)-(3.7), the linear operator A[φ] is defined by (1.5), the nonlinearity
Ñ [φ](̊v) is given by (1.6), and the residual R̃(γ, γt, σt) is defined by

R̃(γ, γt, σt) = −βJ
(
φ′′
(
·+ γ(·, t) +

1

N
σ(t)

)(
2γx + γ2

x

)
+ φ′

(
·+ γ(·, t) +

1

N
σ(t)

)
γxx

)
+ φ′

(
·+ γ(·, t) +

1

N
σ(t)

)(
γt +

1

N
σt

)
.

One observes that the equation (3.13) for the forward-modulated perturbation v̊ arises from the
equation (1.4) for the unmodulated perturbation by replacing the periodic steady wave φ by the
modulated wave φ̊ and adding the residual term R̃(γ, γt, σt), which does not depend on v̊. In par-
ticular, equation (3.13) is semilinear in v̊, which simplifies acquiring a nonlinear damping estimate.
In fact, for the case of localized perturbations, a nonlinear damping estimate has been obtained for
equation (1.4) in [11, Appendix A] and, using an analogous approach, for equation (3.13) in [32,
Section 5.4]. The method transfers to the case of subharmonic perturbations in an N -uniform way,
leading to the following result.

Proposition 3.7 (Nonlinear Damping Estimate on the Forward-Modulated Perturbation). Let ψ
be as in Proposition 3.1 and σ, γ and τmax as in Proposition 3.4. Then, there exist N -independent
constants R1, C > 0 such that the forward-modulated perturbation v̊(t) given by (3.3) obeys the
estimate

‖̊v(t)‖2H2
N
≤ Ce−t‖v0‖2H2

N
+ C‖̊v(t)‖2L2

N

+ C

∫ t

0
e−(t−s)

(
‖̊v(s)‖2L2

N
+ ‖γx(s)‖2H3

N
+ ‖∂sγ(s)‖2H2

N
+ |∂sσ(s)|2

)
ds,

(3.14)
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for any t ∈ [0, τmax) with

sup
0≤s≤t

(
‖̊v(s)‖H2

N
+ ‖γx(s)‖H3

N
+ ‖∂sγ(s)‖H2

N
+ |∂sσ(s)|

)
≤ R1.(3.15)

Proof. We proceed as in [11, Appendix A] and define the energy

(3.16) E(t) = ‖̊vxx(t)‖2L2
N
− 1

2β

〈
JM [φ̊(t)]̊vx(t), v̊x(t)

〉
L2
N

,

for t ∈ [0, τmax), with M [φ] given by

M [φ] = 2

(
−2φrφi φ2

r − φ2
i

φ2
r − φ2

i 2φrφi

)
,

where we recall the notation φ = φr + iφi.

First, using the basic Sobolev interpolation inequality

‖f ′‖2L2
N
≤ ‖f ′′‖L2

N
‖f‖L2

N
,(3.17)

for f ∈ H2
N , which follows from integration by parts, together with Young’s and Cauchy-Schwarz

inequalities and boundedness of φ, we obtain an N -independent constant K > 0 such that

‖̊vxx(t)‖2L2
N
≤ 2E(t) +K ‖̊v(t)‖2L2

N
,(3.18)

for t ∈ [0, τmax). This shows that the second derivative of v̊(t) is controlled by the energy E(t) and
the L2

N -norm of v̊(t).

Next, we use the density of the subspace H4
N in H2

N to derive an inequality for the energy.
Thus, we take v0 ∈ H4

N , for which standard local existence theory (as in Proposition 3.1) implies
that ψ ∈ C

(
[0, Tmax), H4

N

)
∩ C1

(
[0, Tmax), H2

N

)
. Combining this with Proposition 3.4 yields v̊ ∈

C
(
[0, τmax), H4

N

)
∩ C1

(
[0, τmax), H2

N

)
. We denote

B[φ] =

(
3φ2

r + φ2
i 2φrφi

2φrφi φ2
r + 3φ2

i

)
,

and differentiate the energy given by (3.16) to obtain

∂tE(t) = −2E(t) + E1(t) + E2(t) + E3(t),

for t ∈ [0, τmax), where

E1(t) = − 1

β

〈
JM [φ̊(t)]̊vx(t), v̊x(t)

〉
L2
N

− 1

2β

〈
JM ′[φ̊(t)]φ̊t(t)̊vx(t), v̊x(t)

〉
L2
N

+ 2<
〈
J
(
∂xx

(
B[φ̊(t)]̊v(t)

)
−B[φ̊(t)]̊vxx(t)

)
, v̊xx(t)

〉
L2
N

− <
〈
M ′[φ̊(t)]φ̊x(t)̊vx(t), v̊xx(t)

〉
L2
N

+
1

β
<
〈
JM [φ̊(t)]∂x

((
I + J (α−B[φ̊(t)])

)
v̊(t)

)
, v̊x(t)

〉
L2
N

,
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contains all irrelevant bilinear terms in v̊,

E2(t) = 2<
〈
∂2
xÑ (̊v(t)), v̊xx(t)

〉
L2
N

− 1

β
<
〈
JM [φ̊]∂xÑ (̊v(t)), v̊x(t)

〉
L2
N

,

consists of all higher-order nonlinear terms in v̊, and

E3(t) = 2<
〈
∂2
xR̃(γ(t), ∂tγ(t), ∂tσ(t)), v̊xx(t)

〉
L2
N

− 1

β
<
〈
JM [φ̊]∂xR̃(γ(t), ∂tγ(t), ∂tσ(t)), v̊x(t)

〉
L2
N

,

contains all residual linear terms in v̊.

We estimate the terms Ej(t) with the aid of estimates (3.17) and (3.18), the Cauchy-Schwarz
and Young inequalities, boundedness of ∂lxφ for l ∈ N0, and the N -uniform embedding H1

N (R) ↪→
L∞(R). That is, we establish N -independent constants R1, Cl > 0, l = 1, . . . , 5 such that for each
t ∈ [0, τmax) satisfying (3.15) we have

|E1(t)| ≤ C1‖̊v(t)‖H2
N
‖̊v(t)‖H1

N
≤ 1

6
‖̊vxx(t)‖2L2

N
+ C2 ‖̊v(t)‖2L2

N

≤ 1

3
E(t) + (C2 +K) ‖̊v(t)‖2L2

N
,

|E2(t)| ≤ C3‖̊v(t)‖3H2
N
≤ 1

6
‖̊vxx(t)‖2L2

N
+ C3 ‖̊v(t)‖2L2

N

≤ 1

3
E(t) + (C3 +K) ‖̊v(t)‖2L2

N
,

|E3(t)| ≤ C4

(
‖γx(t)‖H3

N
+ ‖∂tγ(t)‖H2

N
+

1

N
‖∂tσ(t)‖L2

N

)
‖̊v(t)‖H2

N

≤ 1

6
‖̊vxx(t)‖2L2

N
+ C5

(
‖̊v(t)‖2L2

N
+ ‖γx(t)‖2H3

N
+ ‖∂tγ(t)‖2H2

N
+ |∂tσ(t)|2

)
≤ 1

3
E(t) + (C5 +K)

(
‖̊v(t)‖2L2

N
+ ‖γx(t)‖2H3

N
+ ‖∂tγ(t)‖2H2

N
+ |∂tσ(t)|2

)
for t ∈ [0, τmax). Hence, we obtain an N -independent constant C0 > 0 such that for t ∈ [0, τmax)
satisfying (3.15) we have the energy estimate

∂tE(t) ≤ −E(t) + C0

(
‖̊v(t)‖2L2

N
+ ‖γx(t)‖2H3

N
+ ‖∂tγ(t)‖2H2

N
+ |∂tσ(t)|2

)
.

Integrating the latter and using (3.18), we arrive at

‖̊vxx(t)‖2L2
N
≤ 2e−tE(0) +K ‖̊v(t)‖2L2

N

+ 2C0

∫ t

0
e−(t−s)

(
‖̊v(s)‖2L2

N
+ ‖γx(s)‖2H3

N
+ ‖∂sγ(s)‖2H2

N
+ |∂sσ(s)|2

)
ds,

for t ∈ [0, τmax) satisfying (3.15), which, noting that 2E(0) ≤ C∗‖̊v(0)‖H2
N

= C∗‖v0‖H2
N

for some

N -independent constant C∗ > 0, yields (3.14) for v0 ∈ H4
N .

Finally, for v0 ∈ H2
N , we approximate v0 in H2

N -norm by a sequence (v0,n)n∈N in H4
N and note

that continuity with respect to initial data, cf. [1, Proposition 4.3.7], implies that the perturbed
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solution ψ of (1.1) with initial condition ψ(0) = φ + v0 is, for any T < Tmax, approximated in
C([0, T ], H2

N ) by the sequence of solutions (ψn)n∈N of (1.1) with initial data ψn(0) = φ + v0,n.

Observing that (3.14) only depends on the H2
N -norm of v̊(t) = ψ(t) − φ̊(t), the desired result

follows by approximation.

It was exploited in [32] for the case of localized perturbations that a nonlinear damping esti-
mate on the forward-modulated perturbation yields nonlinear damping of the inverse-modulated
perturbation by using that the Hk-norms of the inverse- and forward-modulated perturbations are
equivalent (modulo absorbable errors) for any k ∈ N0. In our nonlinear argument in the upcoming
section we adopt a similar approach. To this end, we establish the norm equivalence (N -uniformly)
in the current subharmonic setting following [32, Lemma 5.1] and [15, Lemma 2.7].

Lemma 3.8. Let ψ be as in Proposition 3.1 and σ, γ and τmax as in Proposition 3.4. Then, there
exist N -independent constants R2, C > 0 such that the inverse- and forward-modulated perturbations
v and v̊ defined by (3.2) and (3.3), respectively, satisfy

‖v(t)‖H2
N
≤ C

(
‖̊v(t)‖H2

N
+ ‖γx(t)‖H1

N

)
, ‖̊v(t)‖L2

N
≤ C

(
‖v(t)‖L2

N
+ ‖γx(t)‖H1

N

)
,

for any t ∈ [0, τmax) with ‖γ(t)‖H3
N

+ |σ(t)| ≤ R2.

Proof. Recalling the N -uniform embedding H1
N ↪→ L∞(R), we choose an N -independent constant

R2 > 0 such that ‖γ(t)‖H3
N
≤ R2 implies

(3.19) ‖γx(t)‖L∞ ≤ 1

2
.

Take t ∈ [0, τmax) such that the inequality

(3.20) ‖γ(t)‖H3
N

+ |σ(t)| ≤ R2,

holds. As in the proof of Proposition 3.5 we consider the map At : R→ R given by

At(x) = x− γ(x, t)− 1

N
σ(t),

which is invertible by (3.19) and satisfies

(3.21) At(NT )−At(0) = NT,

by the NT -periodicity of γ(·, t). Using the equalities

x = At(A
−1
t (x)) = A−1

t (x)− γ(A−1
t (x), t)− 1

N
σ(t)

and the mean value theorem, we find that∣∣∣∣A−1
t (x)−

(
x+ γ(x, t) +

1

N
σ(t)

)∣∣∣∣ =
∣∣γ(A−1

t (x), t)− γ(x, t)
∣∣

≤ ‖γx(t)‖L∞
∣∣A−1

t (x)− x
∣∣

≤ ‖γx(t)‖L∞

(∣∣γ (A−1
t (x), t

)∣∣+
1

N
|σ(t)|

)
,

(3.22)
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for all x ∈ R. Moreover, the inverse function theorem implies

∂x
(
A−1
t (x)

)
=

1

1− γx
(
A−1
t (x), t

) , ∂2
x

(
A−1
t (x)

)
=

γxx
(
A−1
t (x), t

)(
1− γx

(
A−1
t (x), t

))3 ,(3.23)

for all x ∈ R. Combing the latter with (3.19) and (3.22) we find10∣∣∂x (A−1
t (x)

)
− 1
∣∣ . ∣∣γx (A−1

t (x), t
)∣∣ , ∣∣∂xx (A−1

t (x)
)∣∣ . ∣∣γxx (A−1

t (x), t
)∣∣ ,(3.24)

for all x ∈ R.

Using the properties (3.21) and (3.23) of the map At, the N -uniform embedding H1
N ↪→ L∞(R),

Young’s inequality, and the bounds (3.19) and (3.20) we find the inequalities

∥∥f (A−1
t (·)

)∥∥2

L2
N

=

∫ At(NT )

At(0)

∣∣f (A−1
t (y)

)∣∣2 dy =

∫ NT

0
|f (x)|2A′t(x)dx . ‖f‖2L2

N
,

‖f (At(·))‖2L2
N

=

∫ NT

0
|f (At(y))|2 dy =

∫ At(NT )

At(0)

|f (x)|2

1− γx(A−1
t (x), t)

dx . ‖f‖2L2
N
,

(3.25)

for f ∈ L2
N , and

∥∥f (A−1
t (·)

)∥∥2

H2
N
.
∫ At(NT )

At(0)

∣∣f (A−1
t (y)

)∣∣2 dy +

∫ At(NT )

At(0)

∣∣f ′′ (A−1
t (y)

)∣∣2 ∣∣∂y (A−1
t (y)

)∣∣4 dy

+

∫ At(NT )

At(0)

∣∣f ′ (A−1
t (y)

)∣∣2 (∣∣∂y (A−1
t (y)

)∣∣2 +
∣∣∂2
y

(
A−1
t (y)

)∣∣2)dy

=

∫ NT

0
|f (x)|2A′t(x)dx+

∫ NT

0

|f ′′ (x)|2

(1− γx(x, t))3 dx

+

∫ NT

0

|f ′ (x)|2

1− γx(x, t)

(
1 +

γxx(x, t)2

(1− γx(x, t))4

)
dx

. ‖f‖2H2
N
.

(3.26)

for f ∈ H2
N .

Recalling the formulas (3.2) and (3.3) for the inverse- and forward-modulated perturbations and
applying the mean value theorem, Young’s inequality, the N -uniform embedding H1

N ↪→ L∞(R),
the bounds (3.19) and (3.20), and the estimates (3.22), (3.24) and (3.25), we find

∥∥̊v(·, t)− v
(
A−1
t (·), t

)∥∥
L2
N
. ‖φ′‖L∞‖γx(t)‖L∞

(∥∥γ (A−1
t (·), t

)∥∥
L2
N

+
1

N
‖σ(t)‖L2

N

)
. ‖γx(t)‖H1

N
,

∥∥̊v(·, t)− v
(
A−1
t (·), t

)∥∥
H2
N
. ‖φ′‖W 2,∞

(
‖γx(t)‖L∞

(∥∥γ (A−1
t (·), t

)∥∥
L2
N

+
1

N
‖σ(t)‖L2

N

)
+ ‖γx(t)‖H1

N
+
∥∥γx (A−1

t (·), t
)∥∥
L2
N

+
∥∥γxx (A−1

t (·), t
)∥∥
L2
N

)
10Throughout this proof the notation A . B means that there exists an N - and t-independent constant K > 0

such that A ≤ KB.
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. ‖γx(t)‖H1
N
,

Subsequently applying (3.10) yields

‖̊v(At(·), t)− v (·, t)‖H2
N
.
∥∥̊v(·, t)− v

(
A−1
t (·), t

)∥∥
H2
N
. ‖γx(t)‖H1

N
.

Finally, combining the latter two estimates with (3.10), (3.25) and (3.26), we obtain

‖v(t)‖L2
N
. ‖̊v(At(·), t)‖L2

N
+ ‖γx(t)‖H1

N
. ‖̊v(t)‖L2

N
+ ‖γx(t)‖H1

N
,

‖̊v(t)‖H2
N
.
∥∥v (A−1

t (·), t
)∥∥
H2
N

+ ‖γx(t)‖H1
N
. ‖v(t)‖H2

N
+ ‖γx(t)‖H1

N
,

which concludes the proof.

4 Nonlinear Stability Analysis

We prove our main result, Theorem 1.4, by taking

(4.1) γnl(x, t) = γ(x, t) +
1

N
σ(t),

and a suitably chosen constant σnl. We apply the linear estimates, stated in Proposition 2.1, to the
nonlinear iteration scheme, which was established in §3 and consists of equations for the inverse-
modulated perturbation v and the phase modulation functions σ and γ. We use the nonlinear
damping estimate on the forward-modulated perturbation v̊, obtained in Proposition 3.7, as well as
the connection between the norms of the inverse- and forward-modulated perturbations established
in Lemma 3.8, to control regularity in the iteration scheme.

Proof of Theorem 1.4. We start by defining a template function, which controls the phase mod-
ulation functions γ : [0, τmax) → H4

N , σ : [0, τmax) → R and the forward-modulated perturbation
v̊ : [0, τmax)→ H2

N in the nonlinear argument. By Proposition 3.4 and Corollary 3.6, the template
function η : [0, τmax)→ R given by

η(t) = sup
0≤s≤t

[
(1 + s)

3
4

(
‖̊v(s)‖H2

N
+ ‖∂xγ(s)‖H3

N
+ ‖∂sγ(s)‖H2

N

)
+ (1 + s)

1
4 ‖γ(s)‖L2

N
+ (1 + s)

3
2 |∂sσ(s)|+ |σ(s)|

]
,

is continuous, positive and monotonically increasing.

As usual, the key step of the approach is to prove that there exist N - and t-independent
constants R > 0 and C ≥ 1 such that for all t ∈ [0, τmax) with η(t) ≤ R we have the inequality

η(t) ≤ C
(
E0 + η(t)2

)
.(4.2)

To this end, we take R := min{R1, R2} with R1 > 0 as in Proposition 3.7 and R2 > 0 as in
Lemma 3.8, and assume t ∈ [0, τmax) is such that

(4.3) η(t) ≤ R.
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First, we point out that by Proposition 3.5 the inverse-modulated perturbation v(r), given
by (3.2), lies in H2

N for all r ∈ [0, t]. In particular, Lemma 3.8 and the inequality (4.3) yield the
bound11

‖v(r)‖H2
N
.

η(r)

(1 + r)
3
4

,(4.4)

for r ∈ [0, t]. Therefore, (4.3), (4.4) and Lemma 3.3 afford the nonlinear estimate

‖N (v, γ, ∂rγ, ∂rσ)(r)‖L2
N∩L

1
N
.

η(r)2

(1 + r)
3
2

,(4.5)

for r ∈ [0, t]. Applying the linear estimates in Proposition 2.1 and the nonlinear bound (4.5) to the
Duhamel formulations (3.8) and (3.12), we arrive at

‖v(s)‖L2
N
.

E0

(1 + s)
3
4

+

∫ s

0

η(r)2

eµ(s−r)(1 + r)
3
2

dr +

∫ s

0

η(r)2

(1 + s− r)
3
4 (1 + r)

3
2

dr .
E0 + η(s)2

(1 + s)
3
4

,(4.6)

and

‖∂`x∂jsγ(s)‖L2
N
.

E0

(1 + s)
3
4

+

∫ s

0

η(r)2

(1 + s− r)
3
4 (1 + r)

3
2

dr .
E0 + η(s)2

(1 + s)
3
4

,

‖γ(s)‖L2
N
.

E0

(1 + s)
1
4

+

∫ s

0

η(r)2

(1 + s− r)
1
4 (1 + r)

3
2

dr .
E0 + η(s)2

(1 + s)
1
4

,

(4.7)

for all s ∈ [0, t] and `, j ∈ N0 with 1 ≤ `+ 2j ≤ 4. On the other hand, we use the Cauchy-Schwarz
inequality and the properties ‖χ‖L∞ = 1 and χ′(s) = 0 for s ∈ R \ [1, 2] and the estimates (4.3)
and (4.5) to bound the right-hand side of (3.11) as

|σ(s)| . E0 +

∫ s

0

η(r)2

(1 + r)
3
2

dr . E0 + η(s)2,

|∂tσ(s)| . |χ′(s)|E0 +

∫ s

0

|χ′(s− r)|η(r)2

(1 + r)
3
2

dr .
E0 + η(s)2

(1 + s)
3
2

,

(4.8)

for all s ∈ [0, t]. Next, we combine Lemma 3.8 with (4.6) and (4.7) to arrive at

‖̊v(s)‖L2
N
.
E0 + η(s)2

(1 + s)
3
4

,(4.9)

for s ∈ [0, t]. Finally, by Proposition 3.7 and the inequalities (4.7), (4.8) and (4.9) we obtain

‖̊v(t)‖2H2
N
. e−tE2

0 +

(
E0 + η(t)2

)2
(1 + t)

3
2

+

∫ t

0

e−(t−s) (E0 + η(s)2
)2

(1 + s)
3
2

ds .

(
E0 + η(t)2

)2
(1 + t)

3
2

.(4.10)

Hence, combining the inequalities (4.7), (4.8) and (4.10) yields an N - and t-independent constant
C ≥ 1 such that the key inequality (4.2) is satisfied.

11Throughout this proof the notation A . B means that there exists an N - and t-independent constant K > 0
such that A ≤ KB.
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To end the proof of Theorem 1.4, we set ε = min{ 1
4C2 ,

R
2C } > 0 and take E0 ∈ (0, ε). Then,

as outlined in the proof of [11, Theorem 1.3], inequality (4.2) yields η(t) ≤ 2CE0 ≤ R for all
t ∈ [0, τmax). Consequently, (3.9) cannot hold and we have τmax = Tmax by Proposition 3.4.
Furthermore, the mean value theorem implies

‖ψ(t)‖H2
N
. ‖̊v(t)‖H2

N
+

∥∥∥∥φ(·+ γ(·, t) +
1

N
σ(t)

)
− φ(·)

∥∥∥∥
H2
N

+ ‖φ‖H2
N

. ‖̊v(t)‖H2
N

+
∥∥φ′∥∥

W 2,∞

(
1 + ‖γ(t)‖H2

N
+

1√
N
|σ(t)|

)
+ ‖φ‖H2

N
,

(4.11)

for t ∈ [0, τmax). Hence, by (4.11) and the fact that η(t) ≤ R for all t ∈ [0, τmax), (3.1) cannot hold
and Proposition 3.1 yields τmax = Tmax =∞. We conclude that we have

η(t) ≤ 2CE0 ≤ R,(4.12)

for all t ≥ 0, which yields the last two estimates in (1.10) with γnl as defined in (4.1). In addition,
the mean value theorem affords the inequality

‖ψ(t)− φ‖H2
N
≤ ‖̊v(t)‖H2

N
+ ‖φ′‖W 2,∞

(
‖γ(t)‖H2

N
+

1√
N
|σ(t)|

)
,

for t ≥ 0, where we use (4.12). Combining the latter with (4.12) proves the first estimate in (1.10).

Finally, we set

σnl =
〈

Φ̃0, v0

〉
L2
N

+

∫ ∞
0

〈
Φ̃0,N (v, γ, ∂sγ, ∂sσ)(s)

〉
L2
N

ds,

which is well-defined and satisfies |σnl| . E0 by the Cauchy-Schwarz inequality and the esti-
mates (4.5) and (4.12). Using the Cauchy-Schwarz inequality, the properties ‖χ‖L∞ = 1 and
χ(t) = 1 for t ∈ [2,∞), and estimates (4.5) and (4.12) we obtain

|σ(t)− σnl| .
∫ ∞
t−2

η(s)2

(1 + s)
3
2

ds .
E0

(1 + t)
1
2

,

for t ≥ 2. On the other hand, the mean value theorem and (4.12) yield∥∥∥∥ψ(t)− φ
(
·+ 1

N
σnl

)∥∥∥∥
H2
N

.

∥∥∥∥ψ(t)− φ
(
·+ 1

N
σ(t)

)∥∥∥∥
H2
N

+
1√
N
‖φ′‖W 2,∞ |σ(t)− σnl|

. ‖̊v(t)‖H2
N

+ ‖φ′‖W 2,∞‖γ(t)‖H2
N

+
1√
N
‖φ′‖W 2,∞ |σ(t)− σnl|,

for t ≥ 0. The last two estimates and (4.12) justify the remaining inequalities in (1.10), and
complete the proof.

Finally, it remains to prove Corollary 1.6.
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Proof of Corollary 1.6. Let φ, ε and M be as in Theorem 1.4. Fix N ∈ N, let δN be as in (1.7), and,
for δ ∈ (0, δN ), let εδ be as in Theorem 1.2. Let v0 ∈ H2

N satisfy E0 := ‖v0‖H2
N∩L

1
N
< max{ε, εδ}.

If εδ > ε, we take Tδ = 0, and the proof is finished by Theorem 1.2. Otherwise, Theorem 1.4
yields a constant σnl ∈ R and a global mild solution ψ ∈ C

(
[0,∞), H1

N

)
of (1.1) satisfying∥∥∥∥ψ(·, t)− φ

(
·+ 1

N
σnl

)∥∥∥∥
H1
N

≤ME0(1 + t)−
1
4 ,(4.13)

for all t > 0. Thus, there exists a (minimal) time Tδ ≥ 0 such that ME0(1 + t)−1/4 < εδ for t ≥ Tδ
so that ∥∥∥∥ψ(· − 1

N
σnl, t

)
− φ (·)

∥∥∥∥
H1
N

=

∥∥∥∥ψ(·, t)− φ
(
·+ 1

N
σnl

)∥∥∥∥
H1
N

< εδ,(4.14)

for all t ≥ Tδ. If we take the initial datum ψ̃0 = ψ(· − 1
N σnl, Tδ) ∈ H2

N , then the perturbation
ṽ0 := ψ̃0 − φ ∈ H1

N satisfies ‖ṽ0‖H1
N
< εδ by (4.14). By uniqueness of solutions, cf. Proposition 3.1,

the solution ψ̃ of (1.1) with initial condition ψ̃(0) = ψ̃0 satisfies ψ̃(x, t) = ψ(x− 1
N σnl, t+ Tδ) for

x ∈ R and t ≥ 0. On the other hand, Theorem 1.2 yields constants γ̃ ∈ R and Cδ > 0 such that∥∥∥ψ(·, t+ Tδ)− φ
(
·+ σnl

N
+ γ̃
)∥∥∥

H1
N

=
∥∥∥ψ (· − σnl

N
, t+ Tδ

)
− φ (·+ γ̃)

∥∥∥
H1
N

=
∥∥∥ψ̃(·, t)− φ (·+ γ̃)

∥∥∥
H1
N

≤ Cδ ‖ṽ0‖H1
N

e−δt ≤ CδME0eδTδe−δ(t+Tδ),

(4.15)

for all t ≥ 0, where we use that ‖ṽ0‖H1
N
≤ ME0(1 + Tδ)

− 1
4 ≤ ME0 by (4.13). Comparing esti-

mates (4.13) and (4.15) and letting t→∞ implies γ̃ = 0. Finally, taking Mδ = CδMeδTδ completes
the proof.

A Proof of Proposition 2.1

Assume that φ is a smooth, T -periodic stationary solution of the LLE (1.1), which is diffusively
spectrally stable in the sense of Definition 1.1. We briefly recall below the main steps of the linear
analysis from [10] leading to the result in Proposition 2.1.

The starting point of this analysis is the Floquet-Bloch theory for NT -periodic functions devel-
oped in [10]. Setting12

ΩN =
{
ξ ∈ [−π/T, π/T ) : eiξNT = 1

}
,

a function g ∈ L2
N can be represented by the inverse Bloch formula

g(x) =
1

NT

∑
ξ∈ΩN

eiξxBT (g)(ξ, x),

12The set ΩN is the analogue for NT -periodic functions of the interval [−π/T, π/T ) in the better known Floquet-
Bloch theory for functions in L2(R).
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in which BT is the T -periodic Bloch transform defined as

BT (g)(ξ, x) =
∑
`∈Z

e2πi`x/T ĝ (ξ + 2π`/T ) , ξ ∈ ΩN , x ∈ R,

where ĝ denotes the Fourier transform of g on the torus given by

ĝ(z) :=

∫ NT/2

−NT/2
e−izyg(y)dy.

Accordingly, for the operator A[φ], acting on L2
N , we have the identity

BT (A[φ]v) (ξ, x) = Aξ[φ]BT (v)(ξ, x), v ∈ L2
N ,

in which Aξ[φ], acting on L2
per(0, T ), are the associated Bloch operators introduced in Definition 1.1.

An important consequence of this Floquet-Bloch decomposition is the spectral decomposition

σL2
N

(A[φ]) =
⋃
ξ∈ΩN

σL2
per(0,T ) (Aξ[φ]) ,

which characterizes the L2
N -spectrum of A[φ] in terms of the union of the eigenvalues (including

multiplicities) of the 1-parameter family of Bloch operators {Aξ[φ]}ξ∈ΩN
. Furthermore, a direct

consequence of the diffusive spectral stability of φ is that there is an analytic curve λc(ξ) of simple
eigenvalues of the Bloch operators Aξ[φ], which expands as

(A.1) λc(ξ) = iaξ − dξ2 +O(|ξ|3),

for some a ∈ R and d > 0, while the rest of the spectrum is bounded away from the imaginary
axis. The eigenfunction Φξ associated with λc(ξ) is a smooth function, depending analytically on
ξ, which expands as

Φξ = φ′ +O(|ξ|).

As shown in [10], both the operator A[φ], acting on L2
N , and the associated Bloch operators

Aξ[φ], acting on L2
per(0, T ), generate C0-semigroups. Furthermore, we have the identity

BT
(

eA[φ]tv
)

(ξ, x) =
(

eAξ[φ]tBT (v)(ξ, ·)
)

(x), v ∈ L2
N ,

and the representation formula

(A.2) eA[φ]tv(x) =
1

NT

∑
ξ∈ΩN

eiξxeAξ[φ]tBT (v)(ξ, x), v ∈ L2
N ,

which is used to obtain the decomposition (2.1) of the semigroup eA[φ]t. Without going into details,
we only recall the formula of the principal part sp,N (t) of the semigroup eA[φ]t, given by

(A.3) sp,N (t)v(x) =
1

NT

∑
ξ∈ΩN\{0}

ρ(ξ)eiξxeλc(ξ)t
〈

Φ̃ξ,BT (v)(ξ, ·)
〉
L2
per(0,T )

, v ∈ L2
N ,
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in which ρ is a smooth cutoff function satisfying ρ(ξ) = 1 for |ξ| < ξ1/2 and ρ(ξ) = 0 for |ξ| > ξ1,
with ξ1 ∈ [−π/T, π/T ) suitably chosen, and Φ̃ξ is the smooth eigenfunction of the adjoint operator
Aξ[φ]∗ associated with the eigenvalue λc(ξ), normalized to satisfy

〈
Φ̃ξ,Φξ

〉
L2
per(0,T )

= 1. We refer
to [10] for the formula for SN (t) and the proof of its decay property (2.3).

The decay properties of sp,N (t) in (2.2) are obtained by directly estimating the sum on the right
hand side of (A.3), using the expansion (A.1) of the eigenvalue λc(ξ), noting that∣∣∣∣〈Φ̃ξ,BT (v)(ξ, ·)

〉
L2
per(0,T )

∣∣∣∣ . ‖v‖L1
N
,
∣∣∣ρ(ξ)eiξxeλc(ξ)t

∣∣∣ . e−dξ
2t,

and
1

N

∑
ξ∈ΩN

ξ2ne−2dξ2t . (1 + t)−
1
2
−n.

for n ∈ N0; see [10] for more details.13

B Local Theory

The goal of this appendix is to establish Proposition 3.4, which provides local existence for the
phase modulation functions. To this end, we first prove the following preliminary result.

Lemma B.1. Let ψ and Tmax be as in Proposition 3.1. The mapping V : L2
N ×R× [0, Tmax)→ L2

N

given by

V (γ, σ, t)[x] = ψ

(
x− γ(x)− 1

N
σ, t

)
− φ(x),

is well-defined, continuous in t, and locally Lipschitz continuous in (γ, σ) (uniformly in N and t
on compact subintervals of [0, Tmax)).

Proof. We apply the mean value theorem to establish

‖V (γ1, σ1, t)− V (γ2, σ2, t)‖L2
N
≤ ‖ψ(t)‖W 1,∞

(
‖γ1 − γ2‖L2

N
+

1√
N
|σ1 − σ2|

)
(B.1)

for γ1,2 ∈ L2
N , σ1,2 ∈ R and t ∈ [0, Tmax). Hence, recalling the N -uniform embedding H1

N ↪→ L∞(R)
and using Proposition 3.1, it follows that V is locally Lipschitz continuous in (γ, σ) (uniformly in
N and t on compact subintervals of [0, Tmax)). In addition, taking γ2, σ2 = 0 in (B.1) and recalling
φ ∈ L2

N , proves that V is well-defined.

Similarly as in (B.1), we employ the mean value theorem to obtain

‖V (γ, σ, t)− V (γ, σ, s)‖L2
N
≤ ‖(V (γ, σ, t)− V (γ, σ, s))− (V (0, 0, t)− V (0, 0, s))‖L2

N

+ ‖V (0, 0, t)− V (0, 0, s)‖L2
N

13See also [11] where similar estimates have been obtained in the case of localized perturbations for functions
v ∈ L1(R) ∩ L2(R), or see [16] for details on how to get uniform bounds on the Riemann sum.

26



≤ ‖ψ(t)− ψ(s)‖W 1,∞

(
‖γ‖L2

N
+

1√
N
|σ|
)

+ ‖ψ(t)− ψ(s)‖L2
N
,

for γ ∈ L2
N , σ ∈ R and s, t ∈ [0, Tmax). Continuity of V with respect to t now follows from

Proposition 3.1 and the embedding H1
N ↪→ L∞(R).

Next, we establish the relevant local existence result.

Proposition B.2. Let ψ and Tmax be as in Proposition 3.1. Moreover, let V : L2
N×R× [0, Tmax)→

L2
N be the mapping defined in Lemma B.1. Then, there exists a maximal time τmax ∈ (0, Tmax] such

that the integral system

γ(t) = s̃p,N (t)v0 +

∫ t

0
s̃p,N (t− s) (Q(V (γ, σ, ·), γ)(s) + ∂xR(V (γ, σ, ·), γ, γt, σt)(s)

+ ∂2
xP(V (γ, σ, ·), γ)(s)

)
ds

γt(t) = ∂ts̃p,N (t)v0 +

∫ t

0
∂ts̃p,N (t− s) (Q(V (γ, σ, ·), γ)(s) + ∂xR(V (γ, σ, ·), γ, γt, σt)(s)

+ ∂2
xP(V (γ, σ, ·), γ)

)
(s)ds(B.2)

σ(t) = χ(t)
〈

Φ̃0, v0

〉
L2
N

+

∫ t

0
χ(t− s)

(〈
Φ̃0,Q(V (γ, σ, ·), γ)(s)

〉
L2
N

−
〈

Φ̃′0,R(V (γ, σ, ·), γ, γt, σt)(s)
〉
L2
N

+
〈

Φ̃′′0,P(V (γ, σ, ·), γ)(s)
〉
L2
N

)
ds,

σt(t) = χ′(t)
〈

Φ̃0, v0

〉
L2
N

+

∫ t

0
χ′(t− s)

(〈
Φ̃0,Q(V (γ, σ, ·), γ)(s)

〉
L2
N

−
〈

Φ̃′0,R(V (γ, σ, ·), γ, γt, σt)(s)
〉
L2
N

+
〈

Φ̃′′0,P(V (γ, σ, ·), γ)(s)
〉
L2
N

)
ds,

possesses a unique solution

(γ, γt, σ, σt) ∈ C
(
[0, τmax), H4

N ×H2
N × R× R

)
.

In addition, if τmax < Tmax, then it holds

lim
t↑τmax

‖(γ, γt, σ, σt)‖H4
N×H

2
N×R×R

=∞.(B.3)

Finally, we have (γ, σ) ∈ C1
(
[0, τmax), H2

N × R
)

with ∂t (γ, σ) (t) = (γt, σt) (t) for t ∈ [0, τmax).

Proof. First, we note that, for any j, l ∈ N0 the operators ∂lts̃p,N (t)∂jx : L2
N → H4

N and L2
N →

R, f 7→ ∂ltχ(t)〈∂jxΦ̃0, f〉L2
N

are t- and N -uniformly bounded by Proposition 2.1. Second, it follows
from Lemma B.1 that the nonlinear maps Q̃, P̃ : H4

N × R × [0, Tmax) → L2
N and R̃ : H4

N × H2
N ×

R× R× [0, Tmax)→ L2
N given by

P̃(γ, σ, t) = P (V (γ, σ, t) , γ) , Q̃(γ, σ, t) = Q (V (γ, σ, t) , γ) ,

and

R̃(γ, γt, σ, σt, t) = R (V (γ, σ, t) , γ, γt, σt) ,
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are continuous in t and locally Lipschitz continuous in (γ, σ) and (γ, γt, σ, σt), respectively (uni-
formly in N and t on compact subintervals of [0, Tmax)).

Abbreviating A = (γ, γt, σ, σt), we thus find that the right-hand side of (B.2) is of the abstract
form

S1(t)A0 +

∫ t

0

(
S1(t− s)N̆1(A(s), s) + S2(t− s)N̆2(A(s), s) + S3(t− s)N̆3(A(s), s)

)
ds,

with A0 = (v0, v0, v0, v0) and where Si(t) are t- and N -uniformly bounded operators and the
nonlinear maps N̆ i(A, t) are continuous in t and locally Lipschitz continuous in A (uniformly in
N and t on compact subintervals of [0, Tmax)). Thus, standard arguments, see for instance [1,
Proposition 4.3.3] or [25, Theorem 6.1.4], now yield a constant R > 0, independent of N , and
a time τ > 0 such that Ψ: C

(
[0, τ ], BN (R)

)
→ C

(
[0, τ ], BN (R)

)
, where Ψ(A)[t] is given by the

right-hand side of (B.2) and BN (R) is the closed ball centered at the origin in H4
N ×H2

N × R× R
of radius R, is a well-defined contraction mapping. Hence, by the Banach fixed point theorem,
Ψ admits a unique fixed point, which yields a unique solution A ∈ C

(
[0, τ ], BN (R)

)
of (B.2).

Letting τmax ∈ (0, Tmax] be the supremum of all such τ , we obtain a maximally defined solution
A ∈ C

(
[0, τmax), H4

N ×HN
2 × R× R

)
of (B.2).

Next, assume by contradiction that τmax < Tmax and (B.3) does not hold. Take t0 ∈ [0, τmax).
Similarly as before, one proves that there exist constants δ > 0 and M > 0, which are independent
of t0, such that Ψt0 : C

(
[t0,min{t0 + δ, Tmax}], BN (M)

)
→ C

(
[t0,min{t0 + δ, Tmax}], BN (M)

)
given

by

Ψt0(Ã) = S1(t)A0 +

∫ t0

0

(
S1(t− s)N̆1(A(s), s) + S2(t− s)N̆2(A(s), s

)
+ S3(t− s)N̆3(A(s), s)ds

+

∫ t

t0

(
S1(t− s)N̆1(Ã(s), s) + S2(t− s)N̆2(Ã(s), s) + S3(t− s)N̆3(Ã(s), s)

)
ds,

is a well-defined contraction mapping, which admits a unique fixed point Ã ∈ C
(
[t0,min{t0 +

δ, Tmax}], BN (M)
)
. Now setting t0 := τmax − δ/2, it readily follows that the function Ǎ ∈

C
(
[0,min{τmax + δ/2, Tmax}], BN (R)

)
given by

Ǎ(t) =

{
A(t), t ∈ [0, τmax − δ

2 ],

Ã(t), t ∈ [τmax − δ
2 ,min{τmax + δ

2 , Tmax}],

solves (B.2), which contradicts the maximality of τmax. We conclude that, if τmax < Tmax, then (B.3)
must hold.

Finally, using Proposition 2.1, we observe that both γ(t) and σ(t) are differentiable on [0, τmax)
with ∂t(γ, σ)(t) = (γt, σt)(t), where we use s̃p,N (0) = 0 and χ(0) = 0. This completes the proof.
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2022, DOI 10.4171/AIHPC/65.

[12] S. Iyer and B. Sandstede. Mixing in reaction-diffusion systems: large phase offsets. Arch.
Ration. Mech. Anal., 233(1):323–384, 2019.

[13] M. A. Johnson, P. Noble, L. M. Rodrigues, and K. Zumbrun. Nonlocalized modulation of
periodic reaction diffusion waves: nonlinear stability. Arch. Ration. Mech. Anal., 207(2):693–
715, 2013.

[14] M. A. Johnson, P. Noble, L. M. Rodrigues, and K. Zumbrun. Nonlocalized modulation of peri-
odic reaction diffusion waves: the Whitham equation. Arch. Ration. Mech. Anal., 207(2):669–
692, 2013.

[15] M. A. Johnson, P. Noble, L. M. Rodrigues, and K. Zumbrun. Behavior of periodic solutions
of viscous conservation laws under localized and nonlocalized perturbations. Invent. Math.,
197(1):115–213, 2014.

[16] M. A. Johnson and W. R. Perkins. Subharmonic dynamics of wave trains in reaction-diffusion
systems. Phys. D, 422:132891, 11, 2021.

29



[17] M. A. Johnson and W. R. Perkins. Subharmonic dynamics of wave trains in the Korteweg–de
Vries/Kuramoto-Sivashinsky equation. Stud. Appl. Math., 148(3):1274–1302, 2022.

[18] M. A. Johnson and K. Zumbrun. Nonlinear stability of spatially-periodic traveling-wave solu-
tions of systems of reaction-diffusion equations. Ann. Inst. H. Poincaré Anal. Non Linéaire,
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