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ANALYSIS OF A PEACEMAN-RACHFORD ADI SCHEME FOR
MAXWELL EQUATIONS IN HETEROGENEOUS MEDIA

KONSTANTIN ZERULLA AND TOBIAS JAHNKE

Abstract. The Peaceman-Rachford alternating direction implicit (ADI)
scheme for linear time-dependent Maxwell equations is analyzed on a het-
erogeneous cuboid. Due to discontinuities of the material parameters, the
solution of the Maxwell equations is less than H2-regular in space. For the
ADI scheme, we prove a rigorous time-discrete error bound with a convergence
rate that is half an order lower than the classical one. Our statement imposes
only assumptions on the initial data and the material parameters, but not on
the solution. To establish this result, we analyze the regularity of the Maxwell
equations in detail in an appropriate functional analytical framework. The
theoretical findings are complemented by a numerical experiment indicating
that the proven convergence rate is indeed observable and optimal.

1. Introduction

The propagation of electromagnetic waves in media can be modelled by time-
dependent Maxwell equations, see [31, 7, 24, 16]. A thorough analytical understand-
ing, as well as an efficient and reliable numerical solution of Maxwell equations is
hence desirable for many applications, such as the design of antennas and wave-
guides, see [43] and Section 9.3 in [45] for instance.

On domains with tensor structure, alternating direction implicit (ADI) schemes
as proposed in [43, 61] are very attractive for the numerical solution of Maxwell
equations. Instead of approximating the solution of the full Maxwell system at once,
the Maxwell differential operator is split up according to the space dimensions along
which derivatives are taken. The sub-systems associated to these parts are propa-
gated in a certain way and in a certain order in every time-step. Hereby one alter-
nates between explicit and implicit time integration schemes. The implicit steps for
both sub-systems only amount to the solution of essentially one-dimensional elliptic
problems which makes the schemes very efficient. While the original works [43, 61]
apply a Peaceman-Rachford time integrator to the split problem, an energy con-
serving scheme is constructed in [9]. Another attractive feature of both approaches
is the numerical unconditional stability (without CFL restriction on the time step
size). An even more efficient formulation of ADI schemes is derived in [48, 50]. A
modified ADI scheme that preserves the uniform exponential decay properties of
damped Maxwell equations is constructed and analyzed in [55].

In presence of material parameters that are at least Lipschitz continuous, the
time discretization errors of the ADI schemes from [43, 61, 9] are rigorously analyzed
in [28, 18, 21, 20, 19]. By rigorous we mean that the analysis imposes only verifiable
assumptions on the data but not on the unknown solution. The main achievement
of this paper is a similar error analysis in a technically much more involved situation.
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The above mentioned papers analyze only the semi-discretization in time, and
finite differences in space are used in numerical examples to obtain fully discrete
systems. In [29, 37], however, the Peaceman-Rachford ADI scheme is combined
with a discontinuous Galerkin (dG) space discretization. The implicit steps are
here shown to decouple into block diagonal systems where the size of the blocks
depends only on the polynomial degree of the dG ansatz space. In [37, 30] the error
of the dG-ADI full discretization is additionally analyzed, establishing the classical
order of the schemes under assumptions on the data and the solution.

In heterogeneous media like waveguides, the material parameters in Maxwell
equations are discontinuous. This leads to new difficulties for the analysis of ADI
schemes. In [56], the abstract time-discrete Peaceman-Rachford ADI scheme from
[43, 61] is shown to converge with reduced order 3/2 in L2 on a cuboid that con-
sists of two homogeneous subcuboids with a common interface. In [58], a more
complicated heterogeneous partition of a cuboid is considered. The initial data for
the Maxwell equations are less regular than in [28, 18, 21, 20, 19, 56], such that
the previous error analysis does not apply. For this reason, a different dimension
splitting scheme is constructed. In the current paper, we study a similar material
configuration as in [58], but more regular data giving rise to more regular solutions
of the Maxwell equations and higher convergence rates for the classical Peaceman-
Rachford ADI scheme. The presented rigorous error results are new, to the best of
our knowledge.

We consider the time-dependent linear isotropic Maxwell equations

∂tE = 1
ε

curlH− 1
ε
J, ∂tH = − 1

µ
curlE, (1.1)

E(0) = E0, H(0) = H0, (1.2)
for t ≥ 0 on a cuboid

Q = (a−1 , a
+
1 )× (a−2 , a

+
2 )× (a−3 , a

+
3 ),

with perfectly conducting boundary conditions
E× ν = 0, µH · ν = 0

on the boundary ∂Q. Here, E = E(t, x) ∈ R3 is the electric field, H = H(t, x) ∈ R3

the magnetic field, J = J(t, x) ∈ R3 the external volume current, µ = µ(x) > 0 the
magnetic permeability, and ε = ε(x) > 0 the electric permittivity. We accompany
the Maxwell equations (1.1) with additional divergence conditions for E and the
Gauss law div(µH) = 0, by considering the Maxwell equations on an appropriate
state space X2, see (2.4).

The parameters ε and µ describe the material Q consists of. The geometric
conditions for the composition of Q are similar as in the companion paper [58],
and they originate from the model of an embedded waveguide, see Section 9.3 in
[45] for instance: We divide Q into a chain of smaller cuboids Q̃1, . . . , Q̃L with
interfaces parallel to the x2 − x3-plane. We collect these interfaces in a set F̃int.
In each cuboid Q̃i, we additionally have smaller separated subdomains that touch
the faces {x3 = a−3 } and {x3 = a+

3 }, are distinct from the interfaces in F̃int, and
satisfy the following property. Each subdomain can be represented by a cuboidal
grid with all grid elements touching the top and bottom face of Q, and adjacent
grid elements having a common interface. The remainder of Q̃i is denoted by Q̃i,0.
Note that the subdomains Q̃i,1, . . . , Q̃i,K represent embedded waveguide structures.
Figure 1 displays an example for the considered setting with L = 2 and K =
1. The statements and arguments transfer in a straightforward manner to more
complicated structures, where a cuboid Q̃i,j , j ∈ {1, . . . ,K}, contains additional
subcuboids that touch the faces {x3 = a−3 } and {x3 = a+

3 } but are separated
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(a) Three
dimensional picture of

model domain

Q̃1,1

Q̃2,1

Q̃2,0

Q̃1,0

(b) Illustration of
subdomain notation

Figure 1. Example of a heterogeneous model domain Q

from the other faces of Q̃i,j . This extension is, however, omitted in order to keep
the notation as simple as possible. We note that the considered composition of Q
is adapted to ADI splitting schemes because these methods rely on subdomains of
tensor structure for efficiency reasons, see [37, 29]. Each subdomain Q̃i,j is assumed
to consist of a homogeneous material, and µ is not allowed to change in Q̃i, meaning
throughout

ε|Q̃i,j , µ|Q̃i,j ∈ R>0, µ|Q̃i,0 = µ|Q̃i,l , (1.3)

for i ∈ {1, . . . , L}, j ∈ {0, . . . ,K}, and l ∈ {1, . . . ,K}. (In contrast to [58], we do
not impose a monotonicity condition on ε, but see also Remark 2.4.) At the inter-
faces between the subdomains, we impose several physical transmission conditions.
In particular, we allow for a nontrivial surface charge, see (2.4) and Remark 2.2.

The main result of this paper is Theorem 6.5. It shows that the Peaceman-
Rachford ADI scheme (6.1) from [43, 61, 21] converges in L2 with order 3/2− to the
solution of the Maxwell system (1.1), provided that the initial data and the external
current are sufficiently regular and satisfy appropriate boundary, transmission and
divergence conditions. To be more precise, for every number θ ∈ (0, 3/2), the
error of the ADI scheme converges with order 3/2 − θ. Note that we only impose
assumptions on the data of the problem, but not on the solution. Because of
the irregularity of the material parameters, our error result provides a smaller
convergence rate than the classical order 2 from [28, 18, 21, 20, 37]. The numerical
examples in Section 7 show, however, that the order reduction predicted by our
analysis is indeed observable in practice.

To prove Theorem 6.5, we need a detailed knowledge of the regularity of the solu-
tions to the Maxwell equations (1.1). In other papers, the time-harmonic Maxwell
equations are analyzed on more general and complicated heterogeneous polyhedral
domains, see [6, 14, 10, 11, 12, 5] for instance. In particular, we apply Theorem 7.1
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from [14] in the proof of Lemma 5.4. Similar to [58], we present a detailed regu-
larity analysis to establish a sharp explicit link from the maximal relative jump of
the electric permittivity ε to the regularity of the solution, see Corollary 5.18 and
Remark 5.19. To the best of our knowledge, this regularity statement is new for our
problem. Note also that a time-dependent Maxwell system with additional surface
current on a cuboid consisting of two homogeneous subcuboids is analyzed in [17].

During the regularity analysis, we localize near the interior edges in the cuboid,
and study an elliptic transmission problem for the first two components of the
electric field, see Section 3, Section 5.2 and also [13, 14, 11]. To express the first two
components of the electric field as the sum of a regular and a singular function, we
additionally employ an interpolation result for subspaces from [57], see Lemma 5.10.
Arguing similar as in [28, 56], we then show that a space X2, see (2.4), embeds
into a space of functions with piecewise fractional Sobolev regularity. The actual
regularity and wellposedness result in Corollary 5.18 is then obtained by means of
the regular state space X2 and semigroup theory on that space, see Lemma 5.17.

Having the regularity and wellposedness results from Corollary 5.18 and Re-
mark 5.19 at hand, the crucial ingredient in the proof for the main result in Theo-
rem 6.5 is an estimate for a critical error term. The needed analysis is established
in Section 6.2 by means of a sophisticated H∞-functional calculus approach.

Structure of the paper.
In Section 2, we recall useful function spaces related to Maxwell equations and

introduce an appropriate analytical framework in which we can interpret (1.1) as
a Cauchy problem. Afterwards, we study an elliptic transmission problem on the
unit disc which is useful for the analysis of the first two electric field components,
see Section 3. In the succeeding Section 4, we present two lemmas on elliptic
transmission problems with nontrivial contribution on the interfaces in F̃int. By
means of the findings in Sections 3-4, we show a regularity result for the space X2
in Section 5. The wellposedness and regularity of (1.1) is concluded in Section 5.4.
The considered Peaceman-Rachford ADI scheme (6.1) is analyzed in Section 6, and
we establish a rigorous error result in Theorem 6.5. Finally, we present numerical
error plots showing that a loss of convergence order for scheme (6.1) is observable
in our heterogeneous model problem, see Section 7.

Notation.
We employ the same notation as in [58]: For technical reasons, we use a partition

of the cube Q that is subordinate to Q = ∪Li=1∪Kj=0 Q̃i,j , and that is obtained by ap-
propriate refinement. The new partition consists of N disjoint cuboids Q1, . . . , QN
that touch the top and bottom faces of Q. For subcuboids with a common interface,
we additionally assume that the edges of the corresponding faces coincide. Note
that the parameters ε and µ are piecewise constant on the new partition. For a
function f on Q, we denote its restriction to a subcuboid Qi by f (i).

The interfaces of the fine partition Q1, . . . , QN are collected in a set Fint, and
the exterior faces are collected in Fext. The set of effective interfaces is defined as

Feff
int := {F ⊆ Q is a face of Q̃i,j , i ∈ {1, . . . , L}, j ∈ {0, . . . ,K}}.

Note that Feff
int consists of all interfaces between submedia with different physical

properties. It is also important to associate a unit normal vector to each interface
and exterior face. For an interface F ∈ Fint∪Feff

int being parallel to the xj−x3-plane,
we choose its normal vector νF as the canonical unit vector el, l 6= j ∈ {1, 2}. For
an external face F̃ ∈ Fext, the unit normal vector νF̃ is chosen as the unit normal
vector ν of ∂Q. At several instances, we also use jumps of functions at an interface
F ∈ Fint: Let Qi and Qj be the two cuboids sharing the interface F , and let f be
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a function on Q with f (i) and f (j) having well defined traces on F . We then define
the jump of f at F by JfKF := trF f (i) − trF f (j).

The open faces of Q are denoted by
Γ±j := {x ∈ ∂Q | xj = a±j , xl ∈ (a−l , a

+
l ) for l 6= j}, Γj := Γ+

j ∪ Γ−j ,
for j ∈ {1, 2, 3}. The domain of a linear operator A on a normed vector space
(X, ‖·‖) is called D(A), and its graph norm is ‖·‖2D(A) := ‖·‖2 + ‖A·‖2.

2. Analytical preliminaries

This section is divided into two parts. First we collect useful function spaces,
analytical concepts, as well as an extension result. In the second part, we introduce
a convenient analytical framework in which we can interpret the Maxwell equations
as an evolution equation on a state space.

2.1. Useful function spaces and an extension result.
Here we follow Section 2.1 of [58]. First, we recap important definitions and facts

related to the curl and div operators on the entire cuboid Q. The concepts transfer
directly to the considered subdomains of Q. We use the Banach spaces
H(curl, Q) := {φ ∈ L2(Q)3 | curlφ ∈ L2(Q)3}, ‖φ‖2curl := ‖φ‖2L2 + ‖curlφ‖2L2 ,

H(div, Q) := {φ ∈ L2(Q)3 | divφ ∈ L2(Q)}, ‖φ‖2div := ‖φ‖2L2 + ‖divφ‖2L2 .

The spaces H0(curl, Q) and H0(div, Q) denote the subspaces of H(curl, Q) and
H(div, Q), respectively, that are obtained by completing the space C∞c (Q)3. The-
orems I.2.5–I.2.6 in [23] yield that the normal trace operator v 7→ v · ν|∂Q extends
continuously to H(div, Q) with kernel H0(div, Q). It maps into H−1/2(∂Q) and
gives rise to Green’s formula∫

Q

v · ∇ϕdx+
∫
Q

(div v)ϕdx = 〈v · ν, ϕ〉H−1/2(∂Q)×H1/2(∂Q),

for v ∈ H(div, Q), ϕ ∈ H1(Q).
Theorems I.2.11–I.2.12 in [23] provide a continuous extension of the tangential

trace operator v 7→ v × ν|∂Q to H(curl, Q) with kernel H0(curl, Q) and range in
H−1/2(∂Q)3. The associated Green’s formula is given by∫

Q

(curl v) · ϕdx−
∫
Q

v · curlϕdx = 〈v × ν, ϕ〉H−1/2(∂Q)×H1/2(∂Q),

for v ∈ H(curl, Q) and ϕ ∈ H1(Q)3.
For the error analysis in Section 6, we employ extrapolation theory for operators,

see Section V.1.3 in [1] and Section 2.10 in [52]. We sketch the basic concept: Let
A be a closed linear operator with dense domain and nonempty resolvent set ρ(A)
on a Banach space (X, ‖·‖X). Let λ ∈ ρ(A). The extrapolation space XA

−1 of A
is obtained by completing X with respect to the norm ‖·‖XA−1

= ‖(λI − A)−1·‖X .
Note that A has a unique continuous extension A−1, mapping from X into XA

−1.
The latter mapping is called extrapolation of A to X. Similarly, the resolvent
(λI −A)−1 extends continuously to (λI −A−1)−1, mapping from XA

−1 to X.
At several instances, we moreover use real interpolation spaces, see Section 1.1 in

[42] for instance. They are in particular useful to define Sobolev spaces of fractional
order, see [40, 51]. Let d ∈ {1, 2, 3}, and O ⊆ Rd open with a Lipschitz boundary.
The spaces H1

0 (O) and H2
0 (O) denote the closure of the space C∞c (O) in H1(O)

and H2(O), respectively. We set
Hs(O) := (L2(O), H2(O))s/2,2, Hθ

0 (O) := (L2(O), H1
0 (O))θ,2, (2.1)

H
1/2
00 (O) := (L2(O), H1

0 (O))1/2,2, H
3/2
00 (O) := (L2(O), H3(O) ∩H2

0 (O))1/2,2,
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for s ∈ (0, 2) and θ ∈ (0, 1) \ {1/2}. Note additionally that Hθ(O) = Hθ
0 (O) for

θ ∈ (0, 1/2). (This fact can be proven with Corollary 1.4.4.5 in [26].)
To deal with functions that are regular on each subcuboid but irregular across

the interfaces, we employ piecewise Sobolev spaces. We define

PHq(Q) := {f ∈ L2(Q) | f (i) ∈ Hq(Qi), i ∈ {1, . . . , N}}, q ∈ [0, 2],

PHs
Γ∗(Q) := {f ∈ PHs(Q) | f (i) = 0 on ∂Qi ∩ Γ∗, i ∈ {1, . . . , N}}, s ∈ (1/2, 2],

‖f‖2PHq :=
N∑
i=1
‖f (i)‖2Hq(Qi), ‖g‖PHsΓ∗ := ‖g‖PHs ,

for f ∈ PHq(Q), g ∈ PHs
Γ∗(Q), where Γ∗ is a nonempty union of some of the faces

of Q. We close this subsection with a useful extension result that is employed in the
proof of Lemma 5.4. For the proof, we modify extension techniques and arguments
from the proof of Lemma 3.1 in [20].

Lemma 2.1. Let Q̌ = (0, 1)3, ν be the unit exterior normal vector of ∂Q̌, F be
a face of Q̌, and g ∈ H

3/2
00 (F). There is a function u ∈ H3(Q̌) ∩ H1

0 (Q̌) with
∂νu = 0 on all faces F ′ 6= F of Q̌ and ∂νu = g on F . Furthermore, ∆u has a
trace in H

1/2
00 (F̃) on all faces F̃ of Q̌. The function u can be estimated in norm

via ‖u‖H3(Q̌) ≤ C‖g‖H3/2
00 (F), involving a uniform constant C > 0.

Proof. 1) Let F = {0} × [0, 1]2 ∼= [0, 1]2, and let χ : [0,∞) → [0, 1] be a smooth
cut-off function with χ = 1 on [0, 1/2] and suppχ ⊆ [0, 3/4]. We further employ
a positive definite selfadjoint operator L on L2(F) with D(L) = H3(F) ∩H2

0 (F).
(Such an operator exists, see Section 124 in [44] and Section 1.2.1 in [40].) By as-
sumption, g ∈ D(L1/2). We further note that L1/3 generates an analytic semigroup
(e−tL1/3)t≥0 on L2(F). We claim that

u(x1, x2, x3) := −χ(x1)x1
(
e−x1L

1/3
g
)
(x2, x3), (x1, x2, x3) ∈ Q̌,

is the desired extension of g. We prove this assertion in the next two steps.
2) In the following, C > 0 is a uniform constant that is allowed to change from

line to line. To derive the asserted regularity statement, we note that u is smooth
inside Q̌ as (e−tL1/3)t≥0 is analytic. We moreover use the embeddings

D(L) ↪→ H3(F), D(L2/3) ↪→ H2(F), D(L1/3) ↪→ H1(F),

and identify F with [0, 1]2. We calculate

∂1u = −
(
χ+ x1χ

′ − χx1L
1/3)e−x1L

1/3
g, (2.2)

∂2
1u = −

(
2χ′ + x1χ

′′ − 2χ′x1L
1/3 − 2χL1/3 + χx1L

2/3)e−x1L
1/3
g,

∂3
1u = −

(
3χ′′ + x1χ

′′′ − (3χ′′x1 + 6χ′)L1/3 + (3χ′x1 + 3χ)L2/3 − χx1L
)
e−x1L

1/3
g.

By means of Proposition 6.4 in [42], we then obtain the desired relations
3∑
j=0

∫ 1

0
‖∂j1u(x1, ·)‖2H3−j(F) dx1 ≤ C

3∑
j=0

∫ 1

0
‖L1−j/3∂j1u(x1, ·)‖2L2(F) dx1

≤ C
∫ 1

0

(
‖x1L

2/3e−x1L
1/3
L1/3g‖2L2(F) + ‖L1/6e−x1L

1/3
L1/2g‖2L2(F)

)
dx1

≤ C‖L1/2g‖2L2(F) ≤ C‖g‖
2
H

3/2
00 (F)

.

3) It remains to study the behavior of u on the boundary of Q̌. By construction,
u = 0 on F . The semigroup (e−tL1/3)t≥0 being analytic, we further have u(x1, ·) ∈
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D(L) ⊆ H2
0 (F) for x1 > 0. Taking also the choice of χ into account, we conclude

the asserted homogeneous Dirichlet and Neumann boundary conditions on all faces
of Q̌, except F . Formula (2.2) furthermore shows the desired extension property
∂1u(0, ·) = −g.

We finally deal with ∆u, and show that (∆u)|F ∈ H1/2
00 (F). (The other faces

of Q̌ can be treated in the same way.) By part 2), ∂2
j u ∈ H1(Q̌) for j ∈ {1, 2, 3}.

Combining the fact u = 0 on F with Lemma 2.1 in [21], we consequently infer that
∂2
j u = 0 on F for j ∈ {2, 3}. In view of the analyticity of (e−tL1/3)t≥0 and (2.2), the

function ∂2
1u moreover vanishes on all faces of Q̌, except F . By the trace method

in Section I.3 of [40], we thus conclude that ∂2
1u ∈ H

1/2
00 (F). �

2.2. Analytical framework for the Maxwell equations.
In this section, we use concepts from Section 2.2 in [58] and Sections 2–3 in

[20]. The Maxwell system (1.1) is interpreted as an evolution equation on the space
X = L2(Q)6, which is equipped with the weighted inner product((E

H

)
,

(
Ẽ
H̃

))
:=
∫
Q

εE · Ẽ + µH · H̃ dx,
(
E
H

)
,

(
Ẽ
H̃

)
∈ X.

The induced norm is denoted by ‖·‖. In presence of (1.3), this norm is equivalent
to the standard L2-norm. The linear Maxwell operator is defined as

M :=
(

0 1
ε curl

− 1
µ curl 0

)
, D(M) := H0(curl, Q)×H(curl, Q). (2.3)

Note that D(M) prescribes tangential interface conditions, as well as the electrical
boundary condition. To incorporate also relevant normal transmission, boundary
and divergence conditions, we use the spaces

X0 = {(E,H) ∈ L2(Q)6 | div(µH) = 0, µH · ν = 0 on ∂Q}, (2.4)
X2 := {(E,H) ∈ D(M2) ∩X0 | div(εE|Q̃i,l) ∈ H

1
00(Q̃i,l), div(εE|Q̃i,l) = 0

on Γ3 ∩ ∂Q̃i,l for i ∈ {1, . . . , L}, l ∈ {0, . . . ,K},

JεE · νFKF ∈ H3/2
00 (F) for F ∈ Feff

int}.

(The set of effective interfaces Feff
int and the domains Q̃i,l are defined in Section 1, and

H
3/2
00 is introduced in (2.1).) Here, H1

00(Q̃i,l) denotes the space of H1-functions on
Q̃i,l, whose traces on each face F of Q̃i,l belong to H1/2

00 (F). While X0 is complete
with respect to the norm in X, the space X2 is complete with the norm

‖(E,H)‖2X2
:= ‖(E,H)‖2D(M2) +

N∑
i=1

∥∥∥div(ε(i)E(i))
∥∥∥2

H1(Qi)

+
L∑
i=1

K∑
l=0

∑
F face of Q̃i,l

∥∥∥divE|Q̃i,l
∥∥∥2

H
1/2
00 (F)

+
∑
F∈Feff

int

‖JεE · νFKF‖2H3/2
00 (F) .

Remark 2.2. By considering the Maxwell system (1.1) on X2, we prescribe the
transmission conditions

JE× νFKF = 0 = JH× νFKF , JµH · νFKF = 0,

on each interface F ∈ Fint. The possibly nonzero jump JεE×νFKF has the physical
meaning of a surface charge density, see Section 4.12 in [47], Section 1.1.3 in [7],
and Section I.5 in [31] for instance. ♦
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In Section 5, we prove that X2 embeds into the space of piecewise H2−κ-regular
functions with appropriate κ > 0, see Proposition 5.16. To study the Maxwell
system (1.1) in X2, we define M2 to be the part of M in X2. The domain of M2 is
determined in the next lemma. To that end, we transfer a part of Proposition 3.2
in [20] to our setting.

Lemma 2.3. Let ε and µ satisfy (1.3). The operator M2 has the domain D(M2) =
D(M3) ∩X2.

Proof. In view of the definition of X2, it suffices to show D(M3) ∩ X2 ⊆ D(M2).
Let (E,H) ∈ D(M3) ∩X2, and put (u, v) = M(E,H). Then (u, v) ∈ D(M2) with
div(εu) = 0 and div(µv) = 0. In particular, Jεu · νFKF = 0 on F ∈ Feff

int. The
boundary condition µv · ν = 0 on ∂Q is a consequence of E × ν = 0 on ∂Q, see
Remark I.2.5 in [23]. �

M2 generates a strongly continuous semigroup onX2, see Lemma 5.17. From this
we can then conclude that the Maxwell system (1.1) possesses classical solutions
with piecewise H2−κ-regularity, see Remark 5.19.

We close this section with an important remark that is employed several times
throughout this paper.

Remark 2.4. Inspecting the arguments in [58], we see that the results from there
also hold in the current material configuration from Section 1. This is due to the
fact that [59] already allows for assumption (3.2).

3. Analysis of an elliptic transmission problem

In this section, we analyze a Laplace operator on the unit disc with transmission
conditions that are motivated by the first two components of the electric field.
Note in particular that the first two components of the electric field are continuous
in two space dimensions, and discontinuous in the remaining one. The analysis
follows the one in Section 3 of [58], whence we only sketch identical parts. Our
reasoning is inspired by [35], which treats different transmission conditions, see also
[14, 10, 11, 33]. Our goal is a representation of the domain of the Laplace operator
in (3.5) as the direct sum of a space of regular functions and a one-dimensional span
of an explicitly given irregular function. As in [58], we aim for an explicit result in
terms of the size of the jumps of the material parameter ε, see Proposition 3.4.

3.1. Introduction of a two-dimensional Laplacian with transmission con-
ditions.

We recall some of the assumptions and constructions in Section 3.2 of [58]. We fix
an interior edge ein inQ at which ε has a strong discontinuity, and letQin,1, . . . , Qin,4
be the adjacent cuboids to ein. Strong discontinuity of ε means that ε attains a
different value on one cuboid compared to the remaining three, cf. Definition 3.4 in
[58]. After translation and scaling, we can assume the identity

ein = {(0, 0)} × [0, 1]. (3.1)

The notation ε(i)
in means the restriction ε|Qin,i . Owing to symmetry, we can addi-

tionally assume the configuration

ε
(1)
in = ε

(2)
in = ε

(3)
in 6= ε

(4)
in , (3.2)

see (1.3). We denote by D the unit disc, and assume that the cylinder D × [0, 1]
touches no second interior edge. After rotating, the representation
(D × (0, 1)) ∩Qin,i =Din,i × (0, 1), (3.3)

Din,i :={(r cosϕ, r sinϕ) | r ∈ (0, 1), ϕ ∈ Iin,i}, (3.4)
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Iin,1 :=(0, π2 ), Iin,2 := (π2 , π), Iin,3 := (π, 3
2π), Iin,4 := ( 3

2π, 2π),

is valid for i ∈ {1, . . . , 4}. In the following, we interpret εin as a piecewise constant
function on the partition Din,1 ∪ · · · ∪Din,4. The interfaces in D are denoted by

FDk := ∂Din,k ∩ ∂Din,k+1, FDin,4 := ∂Din,1 ∩ ∂Din,4, k ∈ {1, 2, 3}.

The notion of restrictions of functions, piecewise regularity, and the jump J·K at an
interface are transferred accordingly to this partition of D.

In this section, we aim to represent the domain of the two-dimensional Laplacian
(Linψ)(i) := ∆ψ(i), (3.5)

ψ ∈ D(Lin) := {ψ ∈ PH1(D) | ∆ψ(i) ∈ L2(Din,i),
JεinψKFD

l
= 0 = J∇ψ · νKFD

l
, JψKFD

k
= 0 = Jεin∇ψ · νKFD

k

for i ∈ {1, . . . , 4}, l ∈ {2, 4}, k ∈ {1, 3}},

as the direct sum of piecewise H2-regular functions on D and the span of an ex-
plicitly given singular function, see Proposition 3.4.

We note that the operator Lin is invertible with compact resolvent. It is further-
more selfadjoint with respect to the inner product

(f, g)εin,D :=
∫
D

εinfg dx, f, g ∈ L2(D). (3.6)

(In fact, bijectivity is obtained via a Lax-Milgram-Lemma argument, and symmetry
is concluded by an integration by parts.)

3.2. A one-dimensional eigenvalue problem.
To determine the strongest arising radial singularity of functions in the domain

D(Lin), we study the eigenvalue problem

(ψ(i))′′(ϕ) = −κ2ψ(i)(ϕ) for ϕ ∈ Iin,i, i ∈ {1, . . . , 4}, (3.7)

ε
(1)
in ψ

(1)(0) = ε
(4)
in ψ

(4)(2π), (ψ(1))′(0) = (ψ(4))′(2π),

ψ(1)(π2 ) = ψ(2)(π2 ), (ψ(1))′(π2 ) = (ψ(2))′(π2 ),

ψ(2)(π) = ψ(3)(π), (ψ(2))′(π) = (ψ(3))′(π),

ψ(3)( 3
2π) = ψ(4)( 3

2π) ε
(1)
in (ψ(3))′( 3

2π) = ε
(4)
in (ψ(4))′( 3

2π).

in the next two lemmas, cf. [36].

Lemma 3.1. Let εin satisfy (3.2). Then (3.7) has a countable set of eigenvalues
0 < κ2

1 ≤ κ2
2 ≤ · · · → ∞, and associated piecewise smooth eigenfunctions ψ1, ψ2, . . . ,

forming an orthonormal basis of L2(0, 2π) with respect to the inner product L2-inner
product with weight εin.

Proof. Consider the closed, symmetric, and positive definite bilinear form

a(ψ, ψ̃) :=
4∑
i=1

∫
Iin,i

εin
[
∇ψ(i) · ∇ψ̃(i) + ψψ̃

]
dϕ,

D(a) := {ψ ∈ PH1(0, 2π) | ψ satisfies the zero-order transmission
conditions in (3.7)}

on L2(0, 2π). The latter space is equipped with the L2-inner product with weight
εin. The operator

(Tf)|Iin,i := f (i) − (f (i))′′, i ∈ {1, . . . , 4},
f ∈ D(T ) := {f ∈ PH2(0, 2π) | f satisfies the transmission conditions in (3.7)}
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is then associated with a. By Theorem VI.2.6 in [34], T is hence positive definite,
selfadjoint, and invertible on L2(0, 2π). Taking also into account that T has a com-
pact resolvent, the spectral theorem for selfadjoint operators with compact resolvent
provides a countable set of positive eigenvalues and an associated orthonormal basis
of eigenfunctions for T . The definition of T now implies all asserted statements,
except the bound for the smallest eigenvalue.

Suppose κ2
1 was nonpositive, and let ψ1 6= 0 be an associated eigenfunction.

Integrating the eigenvalue-eigenfunction relation by parts, we then infer the identity
4∑
i=1

∫
Iin,i

εin|ψ′1|2 dϕ = 0.

This means that ψ1 is piecewise constant, contradicting the zero order transmission
conditions in (3.7). �

The next statement is a counterpart of Lemma 3.5 in [58]. It provides a crucial
sharp upper bound for the first eigenvalue of (3.7). The bound is given by the
number κ̊ ∈ [0, 1/3) with

max
i∈{1,...,L},
l∈{1,...,K}

(ε|Q̃i,l − ε|Q̃i,0)2

ε|Q̃i,lε|Q̃i,0
= 4 sin2(̊κπ)

cos( 3
2 κ̊π) cos( 1

2 κ̊π)
, (3.8)

where (Q̃i,l)i,l are the submedia from Section 1. Note that κ̊ is uniquely determined
by (3.8). We moreover observe the structural similarity to the defining relation for
κ, see [58].

Lemma 3.2. Let εin satisfy (3.2). Then the inequalities κ1 ≤ κ̊ < 1 ≤ κ2 are true.

As the proof of Lemma 3.2 merely consists in a long calculation that uses well
known techniques, we skip it, and refer to [60].

3.3. Analysis of a two-dimensional Laplacian with transmission condi-
tions.

Our goal is a direct decomposition of the domain D(Lin) from (3.5) into a space
of H2-regular functions, and the span of a radially singular function. To that end,
let χ : [0,∞)→ [0, 1] be a smooth cut-off function which is equal to one on [0, 1/4),
decreases monotonically, and is supported on [0, 1/2]. In the spirit of [35], we define
the supplementary spaces

M̌in := {ψ ∈
4⋂
i=1

C1(Din,i) ∩ PH2(D) | r∂2
xψ

(i), r∂x∂yψ
(i), r∂2

yψ
(i) ∈ C(Din,i) and

tend to 0 as r → 0, ψ(i) ∈ C3(Din,i \ {0}), ψ = 0 on ∂D,
JεinψKFD

l
= 0 = J∂νψKFD

l
, JψKFD

k
= 0 = Jεin∂νψKFD

k

for i ∈ {1, . . . , 4}, l ∈ {2, 4}, k ∈ {1, 3}},

Ňin := span{χ(r)rκ1ψ1(ϕ)}. (3.9)

For the first space, the next lemma provides a useful a-priori energy estimate
involving the Laplacian Lin. As the proof is obtained by straightforward adaptions
of the one for Lemma 2.2 in [35], we omit it.

Lemma 3.3. Let εin satisfy (3.2). There is a constant C = C(εin) > 0 with

‖ψ‖PH2(D) ≤ C
(
‖ψ‖L2(D) + ‖Linψ‖L2(D)

)
, ψ ∈ M̌in.
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We close this section with the desired decomposition result for the domain D(Lin)
from (3.5). As the proof transfers the reasoning from the three-dimensional set-
ting in Theorem 5.1 of [35] with different transmission conditions to the present
transmission conditions in the two-dimensional case, we only sketch the relevant
different parts. Compare also Theorem 2.1 in [35] and the reasoning in [25, 39].

Proposition 3.4. Let εin satisfy (3.2). The domain D(Lin) can be decomposed
into

D(Lin) = M̌in
‖·‖PH2

⊕ Ňin.

Proof. 1) We show that Lin maps the space W := M̌in ⊕ Ňin onto L2(D). As
Lin is injective, this implies the asserted statement. To derive the surjectivity of
Lin : W → L2(D), we prove that the orthogonal complement N of the space
εinLin(W ) in L2(D) is trivial.

Let v ∈ N . Consider the function vr : [0, 2π) → R, ϕ 7→ v(r cosϕ, r sinϕ),
r ∈ (0, 1), and abbreviate s(ϕ) := (cosϕ, sinϕ), ϕ ∈ [0, 2π). In the eigenbasis
{ψk | k ∈ N} of system (3.7), vr has the expansion

vr =
∞∑
k=1

αk(r)ψk, αk(r) :=
∫ 2π

0
εinv(rs(ϕ))ψk(ϕ) dϕ, r ∈ (0, 1).

Analogously to the proof of Theorem 5.1 in [35], the estimate
∞∑
k=1

∫ 1

0
r|αk(r)|2 dr <∞, (3.10)

can be verified.
2) Let now χ̃ ∈ C∞c (0, 1), k ∈ N, and set

uk(rs(ϕ)) := χ̃(r)ψk(ϕ), r ∈ (0, 1), ϕ ∈ [0, 2π).

By construction, uk is an element of M̌in. The representation of the Laplacian in
polar coordinates and the choice of ψk as an eigenfunction of (3.7) yield the identity

∆u(i)
k (r, ϕ) = 1

r2 (rχ̃′(r) + r2χ̃′′(r)− κ2
kχ̃(r))ψ(i)

k (ϕ).

As v is an element of N , we then arrive at the relations

0 = (v, εinLinuk) =
∫ 1

0

∫ 2π

0

εin
r (rχ̃′(r) + r2χ̃′′(r)− κ2

kχ̃(r))ψk(ϕ)v(rs(ϕ)) dϕdr

=
∫ 1

0

1
r (r2χ̃′′(r) + rχ̃′(r)− κ2

kχ̃(r))αk(r) dr. (3.11)

An integration by parts now shows the identity

r(rα′k)′ − κ2
kαk = 0, r ∈ (0, 1), (3.12)

as χ̃ ∈ C∞c (0, 1) is chosen arbitrary. We consequently infer the formula αk(r) =
akr

κk + bkr
−κk with real numbers ak, bk.

3) We next deduce that bk = 0 for k ≥ 2. Lemma 3.2 implies κk ≥ 1 for k ≥ 2,
while (3.10) gives rise to the relations

∞ >

∞∑
k=1

∫ 1

0
rαk(r)2 dr =

∞∑
k=1

∫ 1

0
a2
kr

1+2κk + 2akbkr + b2kr
1−2κr dr.

This shows that bk = 0 for k ≥ 2.
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Consider now the function ũ1(r, ϕ) := χ(r)rκ1ψ1(ϕ) (recall that χ is the cut-off
function from the definition of Ňin). As ψ1 is an eigenfunction of (3.7), a calculation
leads to the formula

∆ũ(i)
1 =

(
χ′′rκ1 + χ′(2κ1 + 1)rκ1−1

)
ψ

(i)
1 .

Using that v is an element of N , we conclude the equations

0 = (v, εinLinũ1)L2(D)

=
∫ 1

0

∫ 2π

0

(
rv(rs(ϕ))(χ′′rκ1 + χ′(2κ1 + 1)rκ1−1)εinψ1(ϕ)

)
dϕdr

=
∫ 1

0

(
χ′′rκ1+1 + χ′(2κ1 + 1)rκ1

)
α1(r) dr

=
∫ 1

0

(
(χ′r2κ1+1)′a1 + (χ′′r + χ′(2κ1 + 1))b1

)
dr.

An integration by parts and the choice of χ then finally give rise to the result

0 = [χ′r2κ1+1a1]1r=0 + [(χ′r + χ(2κ1 + 1))b1]1r=0 −
∫ 1

0
χ′b1 dr = 2κ1b1.

This means that also b1 is zero.
4) We finally show that all numbers ak are zero. Analogously to the proof of

Theorem 5.1 in [35], we employ the mapping ǔk(r, ϕ) := ξ(r)ψk(ϕ) for k ∈ N. Here,
ξ := [0, 1] → R is smooth with supp ξ ⊆ (0, 1], ξ(1) = 0 and ξ′(1) = 1. Then ǔk is
an element of M̌in. As in (3.11), we obtain

0 =
∫ 1

0
(rξ′′(r) + ξ′(r)− r−1κ2

kξ(r))akrκk dr.

Using the boundary conditions and the location of the support of ξ in an integration
by parts, the desired result

0 = [ξ′rκk+1]1r=0ak −
∫ 1

0

(
ξ′κkakr

κk + κ2
kakξr

κk−1
)

dr = ak − [ξrκk ]1r=0κkak = ak

follows. �

Combining Lemma 3.3 and Proposition 3.4, there are bounded projections from
D(Lin) onto the closed subspaces M̌in and Ňin, respectively. The subspace Ňin
plays here the role of the singular part of functions in the domain D(Lin). This
decomposition is one of the key tools in the regularity analysis of the electric field.

4. Inhomogeneous elliptic transmission problems

The next two lemmas deal with elliptic transmission problems for functions whose
normal derivatives have prescribed discontinuities across the interfaces. The first
lemma is in particular useful to investigate the regularity of the magnetic field,
while the second one is used for the electric field. Although both lemmas are well
known to experts in the field, see Section 4 in [14] for instance, we provide the
corresponding proof at least for the first statement to keep the presentation self-
contained. Note that we use the formulation Hκ(Fint), κ ∈ (0, 1/2], for the space
of all functions on the union ∪F∈FintF that belong on each interface F to Hκ(F).

Lemma 4.1. Let Γ∗ be a union of some of the exterior face pairs Γs, s ∈ {1, 2, 3},
and let µ satisfy (1.3). Let additionally κ ∈ (1/6, 1/2), f ∈ L2(Q), and g ∈



ANALYSIS OF A PEACEMAN-RACHFORD SCHEME IN HETEROGENEOUS MEDIA 13

Hκ(Fint). There is a unique function u ∈ V := {ϕ ∈ PH1
Γ∗(Q) | [[µϕ]]F =

0 for F ∈ Fint} with
N∑
i=1

∫
Qi

µ(i)∇u(i) · ∇ϕ(i) dx =
∫
Q

µfϕdx+
∑
F∈Fint

∫
F
µgϕdσ, ϕ ∈ V. (4.1)

The mapping u even belongs to PH3/2+κ(Q) with
N∑
i=1
‖u(i)‖2H3/2+κ(Qi) ≤ C

(
‖f‖2L2(Q) +

∑
F∈Fint

‖g‖2Hκ(F)
)
,

involving a uniform constant C = C(µ, κ,Q) > 0.

Proof. 1) We focus on the case Γ∗ = Γ2 as all remaining configurations can be
treated with similar arguments. The Lax-Milgram lemma and the trace theorem
for H1-functions provide a unique function u ∈ V satisfying (4.1). We investigate
the regularity of u in the following.

2) Consider the elliptic transmission problem

−µ(i)∆ψ(i) = 0 on Qi for i ∈ {1, . . . , N},
ψ = 0 on Γ2,

∇ψ · ν = 0 on ∂Q \ Γ2,

JµψKF = 0, J∇ψ · νFKF = −φ on F ∈ Fint,

(4.2)

involving a mapping φ on Fint.
Set H−δ(F) := (Hδ(F))∗ for F ∈ Fint, δ ∈ (0, 1/2], and define H−δ(Fint) as

the dual space of Hδ(Fint). Note that H−δ(Fint) is isomorphic to the product∏
F∈Fint

H−δ(F).
We first assume that φ ∈ H−1/2(Fint). System (4.2) then corresponds to the

formula
N∑
i=1

∫
Qi

µ(i)(∇ψ(i)) · (∇ϕ(i)) dx =
∑
F∈Fint

〈φ, µϕ〉H−1/2(F)×H1/2(F), ϕ ∈ V. (4.3)

The Lax-Milgram lemma provides a unique weak solution ψ = ψ(φ) ∈ V of (4.2)
respectively (4.3). We furthermore conclude the inequality

‖ψ‖PH1(Q) ≤ C‖φ‖H−1/2(Fint). (4.4)

3) Let H1/2
00 (Fint) be the space of all functions on Fint, whose restrictions to

all interfaces F ∈ Fint belong to H1/2
00 (F). Let now φ ∈ H

1/2
00 (Fint). Using the

extension results of Propositions 2.2 and 2.3 in [2] on every interface, there is a
function ψ̂ ∈ PH2(Q) with

J∇ψ̂ · νFKF = −φ on F ∈ Fint,

ψ̂ = 0 on F ∈ Fext ∪ Fint,

∇ψ̂(i) · ν = 0 on ∂Q,

‖ψ̂‖PH2(Q) ≤ C ‖φ‖H1/2
00 (Fint)

.

(4.5)

Proposition 3.1 in [58] further provides a unique function ψ̃ ∈ PH2(Q) ∩ V with
∆ψ̃(i) = ∆ψ̂(i) for i ∈ {1, . . . , N} and J∇ψ̃ · νFKF = 0 for F ∈ Fint. This means
that the mapping ψ := ψ̂ − ψ̃ ∈ PH2(Q) solves (4.2) in strong form. Combining
Proposition 3.1 in [58] with (4.5), we moreover arrive at the inequality

‖ψ‖PH2(Q) ≤ C ‖φ‖H1/2
00 (Fint)

. (4.6)
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4) Let φ = g. Remark 12.6 in Chapter 1 of [40] leads to the identity Hκ(Fint) =
(H−1/2(Fint), H1/2

00 (Fint))κ+1/2,2. Interpolating now between (4.4) and (4.6), we
thus infer that (4.2) has a unique solution ψ = ψ(g) in the interpolation space

(V, PH2(Q) ∩ V )κ+1/2,2 ↪→ (PH1(Q), PH2(Q))κ+1/2,2 ∩ V = PH3/2+κ(Q) ∩ V,

satisfying the inequality

‖ψ‖PH3/2+κ(Q) ≤ C‖g‖Hκ(Fint).

5) Proposition 3.1 in [58] provides a unique function ũ ∈ PH2(Q) ∩ V with
∆ũ(i) = −f (i) and J∇ũ·νFKF = 0 for F ∈ Fint. It can be estimated by ‖ũ‖PH2(Q) ≤
C‖f‖L2(Q). Altogether, the function u := ũ + ψ ∈ PH3/2+κ(Q) is the unique
solution of (4.1), and it satisfies the asserted inequality. �

Recall for the next statement that F̃int denotes the collection of the interfaces
between the coarse partition Q̃1, . . . , Q̃L, see Section 1. We employ the spaces

H1
Γ∗(F) := {u ∈ H1(F) | u = 0 on Γ∗ ∩ F},

H
1/2
Γ∗ (F) := (L2(F), H1

Γ∗(F))1/2,2, F ∈ F̃int,

H
1/2
Γ∗ (F̃int) := {v ∈ L2(F̃int) | v|F ∈ H1/2

Γ∗ (F) for F ∈ F̃int},

for a nonempty union Γ∗ of the face pairs Γ2 and Γ3.
As the lemma is a straightforward generalization of Lemmas 8.13 and 8.14 in

[56], we omit its proof.

Lemma 4.2. Let Γ∗ be a nonempty union of the face pairs Γ2 and Γ3. Let further
g ∈ H1/2

Γ∗ (F̃int), and f ∈ L2(Q). There is a unique function u ∈ H1
Γ∗(Q) with∫

Q

∇u · ∇ϕdx =
∫
Q

fϕdx+
∑
F∈F̃int

∫
F
gϕdσ, ϕ ∈ H1

Γ∗(Q). (4.7)

The mapping u is even an element of PH2(Q) with

‖u‖PH2(Q) ≤ C(‖f‖L2(Q) +
∑
F∈F̃int

‖g‖
H

1/2
Γ∗ (F)),

for a uniform constant C = C(Q) > 0.

5. Regularity analysis for the Maxwell system

This section is devoted to a detailed regularity analysis for the Maxwell system
(1.1). To establish the desired result in Corollary 5.18 and Remark 5.19, we derive
an embedding statement for the spaceX2 from (2.4) in Proposition 5.16, and employ
semigroup theory on X2.

The proof of Proposition 5.16 is structured into Sections 5.1–5.4. In Section 5.1,
we use Theorem 7.1 from [14] to derive a first regularity statement for the electric
field component of functions in X2. In Sections 5.2 and 5.3, we then separately
analyze the electric and magnetic field components of a vector in X2. Here our
findings from Sections 3-4 and [58] come into play.

5.1. A first regularity statement.
This subsection provides a useful regulaity result for the electric field component

of functions in the space X2 from (2.4).

Lemma 5.1. Let ε and µ satisfy (1.3) and (E,H) ∈ X2. The functions ∆E(i) and
∆H(i) belong to L2(Qi)3 for i ∈ {1, . . . , N}.
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Proof. Since the coefficients ε and µ are piecewise constant, the definition of X2 im-
plies that the function divE(i) belongs to H1(Qi), and that the vector curl curlE(i)

is contained in L2(Qi)3. We then calculate

curl curlE(i) = −∆E(i) +∇ divE(i)

in H−1(Qi). As a result, ∆E(i) belongs to L2(Qi)3. The magnetic field component
H is treated similarly. �

Remark 5.2. Lemma 5.1 implies an interior regularity result for fields (E,H) ∈ X2
within the subcuboids Q1, . . . , QN . Indeed, E(i) and H(i) belong to H2

loc(Qi)3 for
i ∈ {1, . . . , N} by standard elliptic regularity theory, see for instance Section 6.3.1
in [22]. We need, however, regularity statements up to the boundary of every
subcuboid for our error analysis. ♦

To establish the desired embedding statement for the space X2 in Proposi-
tion 5.16, we employ Theorem 7.1 of [14]. As a preliminary step, we derive in
the following a lower bound for the first eigenvalue of a Laplace-Beltrami operator
on the lower hemisphere with transmission conditions and homogeneous Dirichlet
boundary conditions.

We reuse the framework from Section 3. In particular, ein = {(0, 0)} × [0, 1]
is an interior edge of four subcuboids Qin,1, . . . , Qin,4 with ε satisfying (3.2). Let
M := (0, 0, 0) be one of the intersection points of ein with ∂Q. After scaling, we
can assume that the ball B(M, 1) with radius 1 touches no other interior edge of
Q. Using the adjacent subcuboids Qin,1, . . . , Qin,4 to ein, we introduce the spherical
regions

Gin := ∂B(M, 1) ∩Q, Gin,i := ∂B(M, 1) ∩Qin,i, i ∈ {1, . . . , 4}.
We also employ the piecewise constant representative εin of ε on Gin, and the

notion of restrictions of functions and piecewise regularity is transferred to the
partition of Gin into Gin,1, . . . , Gin,4. We then study the Laplace-Beltrami operator

LGψ := 1
εin

div(εin∇ψ),
ψ ∈ D(LG) := {ψ ∈ H1

0 (Gin) | div(εin∇ψ) ∈ L2(Gin)},
on Gin. We note that −LG is positive definite, has a compact resolvent, and is
selfadjoint on L2(Gin) with respect to the L2-inner product on Gin with weight εin.

We next determine a lower bound for the first eigenvalue of −LG.

Lemma 5.3. Let εin satisfy (3.2). The first eigenvalue of −LG is greater than or
equal to 2.

Proof. Let ψ ∈ D(−LG)1/2 = H1
0 (Gin). We then extend ψ(1) in the following way

to a function ψ̃ on the unit sphere S2: Reflect ψ(1) at the interface ∂Gin,1 ∩ ∂Gin,4
to Gin,4. The resulting function is afterwards reflected at the plane {x2 = 0} to
become a function ψ̃ in H1

0 (Gin). We finally set

ψ̃(x1, x2, x3) := −ψ̃(x1, x2,−x3), (x1, x2, x3) ∈ S2 ∩ {x3 < 0}.

By construction, ψ̃ then belongs to H1(S2), and it has zero mean. As the first
positive eigenvalue of the standard Laplace-Beltrami operator on S2 equals 2, see
Section II.4 in [8] for instance, we infer with the Poincaré inequality

‖ε(1)
in ∇ψ̃‖2L2(S2) ≥ 2‖ε(1)

in ψ̃‖2L2(S2),

see Section D.II in Chapter III of [4]. In view of the definition of ψ̃, we then infer

‖ε(1)
in ∇ψ(1)‖2L2(Gin,1) ≥ 2‖ε(1)

in ψ
(1)‖2L2(Gin,1).



16 KONSTANTIN ZERULLA AND TOBIAS JAHNKE

Repeating the same argument for the restrictions of ψ to Gin,2, Gin,3, Gin,4, we
conclude

‖εin∇ψ‖2L2(Gin) ≥ 2‖εinψ‖2L2(Gin).

The Rayleigh quotient of −LG can now be estimated from below by∫
Gin

εin(−LGφ)φdx∫
Gin

εinφ2 dx
≥ 2, φ ∈ D(−LG) \ {0}.

The Courant-Fischer theorem now implies the asserted estimate. �

We next transform our problem into the setting of [14] to apply Theorem 7.1 from
there. This provides a crucial regularity statement for the electric field component.
For the proof, we recall that the arising classes of exterior faces and interior faces
are defined in Section 1.

Lemma 5.4. Let ε and µ satisfy (1.3), and let (E,H) ∈ X2. Then E belongs to
PH3/2(Q)3.

Proof. 1) We first manipulate the function E so that it satisfies the conditions
required in [14]. Let F ∈ Feff

int \ F̃int, and Q̃i,l with i ∈ {1, . . . , L}, l ∈ {1, . . . ,K}
be a cuboid with face F (the case F ∈ F̃int is treated similarly). By definition of
X2 in (2.4), the jump JεE · νFKF belongs to H3/2

00 (F). Lemma 2.1 then provides
an extension ũF ∈ H3(Q̃i,l) ∩ H1

0 (Q̃i,l) with ∇ũF · νF ′ = 0 on every face F ′ of
Q̃i,l except F , and ∂ν ũF = − 1

ε|Q̃i,l
JεE · νFKF . Furthermore, ∆ũF is an element of

H1
00(Q̃i,l). (Recall that this means that ∆ũF has a trace in H1/2

00 on every face of
Q̃i,l.) We then extend ũF trivially to the remainder of Q, and arrive at the relation
Jε∇ũF ·νFKF = JεE ·νFKF . In a similar way, we continue for the remaining effective
interfaces, obtaining functions ũF ′ for F ′ ∈ Feff

int. Summation gives rise to a new
function u :=

∑
F ′∈Feff

int
ũF ′ .

By construction, u belongs to H1(Q) ∩ PH3(Q), the function div(εE− ε∇u) is
an element of PH1(Q)∩L2(Q), and u has vanishing derivatives at the exterior faces
of Q. Combining additionally the fact ∆u|Q̃i,l ∈ H1

00(Q̃i,l) with the requirement
div(εE|Q̃i,l) ∈ H

1
00(Q̃i,l), we infer that div(εE−ε∇u)|Q̃i,l is an element of H1

00(Q̃i,l)
for i ∈ {1, . . . , L}, l ∈ {0, . . . ,K}.

2) Denote by Feff
int,j the effective interfaces with normal vector ej , j ∈ {1, 2}.

The set of exterior faces Fext,k, k ∈ {1, 2, 3}, is defined analogously. Let F ∈
Feff
int,1 \ F̃int and let Q̃i,l be a cuboid with face F . Applying Proposition 2.3 in [2]

and extending trivially by zero, there is a function vF,1 ∈ H2(Q̃i,l)∩H1
0 (Q̃i,l) with

Jε∇vF,1 · νFKF = Jdiv(εE − ε∇u)KF and ∇vF,1 · νF̃ = 0 for every other face F̃
of Q̃i,l. We repeat the construction for every other interface F̃ ∈ Feff

int,j , receiving
functions vF̃,j , j ∈ {1, 2}. At each exterior face F̃ ∈ Fext,k, we extend the trace
div(εE−ε∇u)|F̃ , obtaining a function vF̃,k, k ∈ {1, 2, 3}. (For the exterior faces and
faces in F̃int, we additionally use a cut-off argument to localize near the respective
faces.) Altogether, we obtain functions

vj :=
∑

F∈Feff
int,j∪Fext,j

vF,j , j ∈ {1, 2}, v3 :=
∑

F∈Fext,3

vF,3, (5.1)

that belong to PH2(Q) ∩H1
0 (Q). We set v := (vj)3

j=1.
By construction, the function Ẽ := E−∇u− v then belongs to H0(curl, Q), and

div(εẼ) is an element of H1
0 (Q). Combining the identity curl Ẽ = curl(E− v), the

interface conditions of v and Lemma 2.1 in [21], we further conclude curl Ẽ× νF =
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curlE × νF for every interface F ∈ Fint. This means that the vector 1
µ curl Ẽ

belongs to H(curl, Q).
3) We next show that the function Ẽ fits into the setting of [14]. Let ω be a

positive real number, ı be the imaginary unit, and set H̃ := − 1
ıωµ curl Ẽ. The

vector H̃ then belongs to H(curl, Q). We also introduce the function J̃ := −ıωεẼ+
curl H̃. By definition, (Ẽ, H̃) then satisfies the time-harmonic Maxwell equations
with parameter ω and inhomogeneity J̃ . Using the facts 1

µ curl Ẽ ∈ H(curl, Q) and
div(εẼ) ∈ H1

0 (Q) in an integration by parts, we further obtain that Ẽ satisfies the
variational problem (1.5) in [14] with f ∈ L2(Q).

4) As a consequence of part 3), Theorem 7.1 in [14] applies to Ẽ. Hence, it re-
mains to estimate the numbers σDir

ε and σNeuµ from p. 646 in [14]. In the following,
we use the notation from pp. 645 in [14]. For an edge e where ε is constant, a reflec-
tion argument, Satz 32.2 in [51] and estimate (1) in [41] imply the lower estimate
λDir
ε,e >

√
5. To bound λDir

ε,e for an exterior edge e where ε has a discontinuity, it
suffices to consider the operator

L̃ψ := 1
η div(η∇ψ), D(L̃) := {ψ ∈ H1

0 (D) | div(η∇ψ) ∈ L2(Q)},

where η is a piecewise constant positive function on R2 that changes value at {x1 =
0}. (Recall that D is the unit disc.) Adapting the reasoning for Lemma 3.6 in [58],
we find that the spectrum of −L̃ consists of the eigenvalues (µ(κl)

k )2, k ∈ N, l ∈ N0,
with 0 = κ2

0 < κ2
1 · · · → ∞ denoting the eigenvalues of system (3.12) in [58], and

µ
(ν)
k denoting the k-th zero of the Bessel function of order ν. Estimate (1) in [41]

then implies λDir
ε,e >

√
5. If e is an interior edge where ε satisfies (3.2), Lemma 3.6

in [58], Remark 2.4, and relation (1) in [41] yield the same inequality λDir
ε,e >

√
5.

5) We next estimate the number λDir
ε,c for every corner c. Let c first be a corner

near which ε is constant. As the smallest positive eigenvalue of the Laplace-Beltrami
operator on the unit sphere is 2, see Section II.4 in [8], a reflection argument shows
λDir
ε,c ≥ 1. Let next c be an external corner of an interface in F̃int, see Section 1.

Then a modification of the reasoning in Lemma 5.3 yields again λDir
ε,c ≥ 1. Let

finally c be a corner near which ε satisfies (3.2). Then Lemma 5.3 yields also here
λDir
ε,c ≥ 1. Altogether, we conclude σDir

ε ≥ 3/2.
6) We finally bound the number σNeuµ from below. Let e first be an edge where µ is

constant, and denote by Jν the Bessel function of order ν. A reflection argument,
Satz 32.3 in [51], the identity J ′0 = −J1, estimate (1) in [41], and the results in
Section 15.3 of [53] imply that λNeuµ,e ≥

√
3. Let next e be an edge at which µ

is discontinuous. Now Lemma 8.6 in [56] and the just mentioned references yield
again λNeuµ,e ≥

√
3.

Let c be a corner at which µ is constant. The reasoning in part 5) then shows that
λNeuµ,c ≥ 1. Let finally c be an external corner of an interface in F̃int. A reflection
argument and Lemma 8.9 in [56] then show that λNeuµ,c > 1/2. We then conclude
that σNeuµ ≥ 1. The asserted statement is now a consequence of Theorem 7.1 in
[14]. �

5.2. Analysis of the electric field component.
In this subsection, we study the regularity of the electric field component E of a

vector (E,H) ∈ X2. The subsequent constructions mostly focus on the first com-
ponent of E. The second component can be treated similarly, due to the symmetry
of the model problem. For the sake of a clear presentation, we elaborate the dif-
ferences between the two components at the relevant steps. The regularity of the
third component is finally concluded.
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Recall that F̃int denotes the collection of all interfaces between the larger sub-
cuboids Q̃1, . . . , Q̃L, see Section 1. The next statement is directly obtained from
Lemmas 9.12 and 9.13 in [56], by means of a cut-off argument near an interface
in F̃int. We give a detailed account of a similar cut-off argument in the proof of
Lemma 5.6, whence we skip the next proof.

Lemma 5.5. Let ε, µ satisfy (1.3), let (E,H) ∈ X2, and let F ∈ F̃int. There is an
open set O with F ⊆ O and E1,E2 ∈ PH2(O ∩Q). Furthermore, the estimate

‖(E1,E2)‖PH2(O∩Q) ≤ C
( N∑
i=1

( 3∑
j=1

(
‖E(i)

j ‖L2(Qi) + ‖∆E(i)
j ‖L2(Qi)

)
+ ‖curl E‖L2(Qi)

)
+

L∑
i=1

K∑
l=0
‖div E|Q̃i,l‖H1

00(Q̃i,l) + ‖JεE1KF‖H3/2
00 (F)

)
,

is valid with a uniform constant C = C(ε, µ,Q) > 0.

We next deduce that the first two electric field components are piecewise H2-
regular outside tubes around the interior edges of Q where ε is discontinuous.
Although this statement might be well known to experts, we provide a proof for
the sake of a self-contained presentation.

Lemma 5.6. Let ε, µ satisfy (1.3), and let (E,H) ∈ X2. Let δ > 0 be smaller than
half of the shortest edge of one of the subcuboids of Q. Denote by T (δ) the union of
cylinders with radius δ around the interior edges at which ε is discontinuous. Then
E(i)

1 ,E(i)
2 belong to H2(Qi \ T (δ)) for i ∈ {1, . . . , N} with

‖Em‖PH2(Q\T (δ)) ≤ C
[ N∑
i=1

( 3∑
j=1

(‖E(i)
j ‖L2(Qi) + ‖∆E(i)

j ‖L2(Qi)) + ‖curl E‖L2(Qi)
)

+
L∑
i=1

K∑
l=0
‖div E|Q̃i,l‖H1

00(Q̃i,l) +
∑
F∈Fint

‖JεE · νFKF‖H3/2
00 (F)

]
,

m ∈ {1, 2}, involving a uniform constant C = C(ε, µ, δ,Q) > 0.

Proof. 1) Note that Lemma 5.5 already provides the asserted regularity and esti-
mate in a neighborhood of all interfaces in F̃int. We first focus on the interfaces
in Feff

int \ F̃int, and employ a cut-off argument. Let e1, . . . , eS be the interior edges
in Q near which ε is discontinuous. We set E := {e1, . . . , eS}. For l ∈ {1, . . . , S},
denote the distance function to el by dl. Additionally, we use a smooth function
χ̃ : [0,∞)→ [0, 1] with χ̃ = 1 on [0, δ2/36] and supp χ̃ ⊆ [0, δ2/16]. Set

χ̂(x) :=
S∏
l=1

(1− χ̃(d2
l (x))), x ∈ Q.

This mapping is smooth, vanishes in T (δ/6), and is equal to one outside of T (δ/4).
In the following, we analyze the product χ̂E.

2) Let F ∈ Feff
int with νF = (1, 0, 0), and let Q̊1, Q̊2 ⊆ Q be two adjacent cuboids

with interface F and side length δ/6 in x1-direction. Without loss of generality, we
can assume that F = {0} × [0, 1]2. Set also

Q̊ := Q̊1 ∪ Q̊2 ∪ F = (− δ6 ,
δ
6 )× [0, 1]2.

We additionally employ a smooth cut-off function χ̊ : [−1, 1] → [0, 1] with χ̊ = 1
on [−δ/8, δ/8], and supp χ̊ ⊆ [−δ/7, δ/7]. In the following, we show that gj :=
χ̊(x1)χ̂Ej is piecewise H2-regular on Q̊ for j ∈ {1, 2}.
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Let j ∈ {1, 2, 3}, k ∈ {0, 1}. As a consequence of the product rule, we first
infer that div(∂kj (χ̊χ̂)E) ∈ L2(Q̊i), curl(∂kj (χ̊χ̂)E) ∈ L2(Q̊), Jε∂kj (χ̊χ̂)E · νFKF ∈
H

3/2
00 (F), and that ∂kj (χ̊χ̂)E×ν∂Q̊ = 0 on ∂Q̊. By Proposition 9.8 in [56], ∂kj (χ̊χ̂)E ∈

PH1(Q̊) with

‖∂kj (χ̊χ̂)E‖PH1(Q̊) ≤ C
(
‖E‖L2(Q̊) + ‖curlE‖L2(Q̊) +

2∑
i=1
‖divE‖L2(Q̊i)

)
. (5.2)

Combining the product rule with Lemma 5.1, we infer that ∆gj |Q̊i belongs to
L2(Q̊i) for i, j ∈ {1, 2}, and that εg1−εψ is contained inH1

0 (Q̊) with an appropriate
extension ψ, see Lemma 2.1. Using the identity

∂1g1 = ∂1(χ̊χ̂)E1 + χ̊χ̂divE− χ̊χ̂(∂2E2 + ∂3E3),

the definition of X2 in (2.4) and the fact ∇E2,∇E3 ∈ H(curl, Q̊), we conclude the
relation

Jε(∂1g1 − ∂1ψ)ϕKF = Jχ̊χ̂divE− ∂1ψKF (εϕ)

for all ϕ ∈ {ϕ ∈ PH1(Q̊) | εϕ ∈ H1
0 (Q̊)}. Furthermore, Jχ̊χ̂div(εE) − ∂1ψKF ∈

H
1/2
00 (F) by the trace theorem. Consequently, Lemma 8.14 in [56] shows that g1 is

piecewise H2-regular on Q̊ and that it satisfies

‖g1‖PH2(Q̊) ≤ C
[ 2∑
j=1

(
‖E1‖L2(Q̊j) + ‖∆E1‖L2(Q̊j) + ‖curlE‖L2(Q̊j)

+ ‖divE‖H1
00(Q̊j)

)
+ ‖JεE1K‖H3/2

00 (F)

]
,

where we also use (5.2) and Lemma 2.1.
3) We next study g2 = χ̊(x1)χ̂E2 on Q̊, and restrict ourselves to the case that

F does not touch the boundary faces of Q in Γ2. (The other case is obtained by a
straightforward modification.) The mapping g2 belongs to H1(Q̊), and vanishes on
the faces with normal vector ej , j ∈ {1, 3}. We further infer the formula

J(∂1g2)ϕ̃KF = Jχ̊χ̂(curlE− ∂2E1)KF ϕ̃, ϕ̃ ∈ H1(Q̊),

and that Jχ̊χ̂(curlE− ∂2E1)KF ∈ H1/2
00 (F). (Note that curlE ∈ H1(Q)3 by Propo-

sition 4.6 in [58].) Let Γ̊2 be the union of faces of Q̊ with normal vector e2. We
note that ∂2g2 = 0 on Γ̊2. By Lemma 8.13 in [56], g2 ∈ PH2(Q̊) with

‖g2‖PH2(Q̊) ≤ C
2∑
j=1

(
‖E2‖L2(Q̊j) + ‖∆E2‖L2(Q̊j) + ‖curlE‖L2(Q̊j)

+ ‖divE‖H1
00(Q̊j) + ‖JεE1KF‖H3/2

00 (F)

)
,

where we also use (5.2), Proposition 4.6 in [58], and Remark 2.4.
4) Due to symmetry, the results of 2) and 3) transfer directly to all interfaces in

Feff
int with normal vector νF = (0, 1, 0). Hence, it remains to consider the first two

components of E on Q \ Sδ/10, with Sδ/10 being an open neighborhood around all
interfaces in Q with distance at most δ/10 to an interface.

Let m ∈ {1, 2}, i ∈ {1, . . . , N}, and Sδ/16 be an open neighborhood around
the interfaces with maximal distance δ/16. Let additionally χ : Qi → [0, 1] be a
smooth cut-off function with the following properties. The function is equal to 1 on
Qi\Sδ/10, and supported in Qi\Sδ/16. Similar reasoning as in parts 2) and 3) yields
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that the product χE(i)
m fits into the framework of Lemma 3.1 in [20]. Consequently,

χE(i)
m belongs to H2(Qi) with

‖χE(i)
m ‖H2(Qi) ≤ C

(
‖E(i)

m ‖L2(Qi) + ‖∆E(i)
m ‖L2(Qi) + ‖curlE(i)‖L2(Qi)

+ ‖divE(i)‖H1
00(Qi)

)
.

�

We next analyze E near interior edges where ε has a discontinuity. Only the
second component of E is analyzed in detail as the first one can be treated with
similar arguments, due to symmetry. In the following, we use the notation from
Section 3. In particular, we fix an interior edge e at which ε has a discontinuity,
and assume

e = {(0, 0)} × [0, 1].
The adjacent subcuboids are denoted by Qin,1, . . . , Qin,4, and the representative εin
of ε is assumed to satisfy (3.2).

As in [13, 14], we use a cylindrical coordinate system centered at e. In particular,
we employ the cylinder

Z := D × [−1, 2],
around e with radius 1. After scaling, we can assume that Z touches no other
interior edge. We set

Q̃in,i := {(x1, x2, x3) | (x1, x2,
1
2 ) ∈ Qin,i, x3 ∈ (−1, 2)}, Zi := Z ∩ Q̃in,i,

for i ∈ {1, . . . , 4}, and transfer the notion of restrictions of functions and piecewise
regularity to this partition of Z. The parameter εin is extended to Z by even
reflection at the top and bottom face of Q. We assume that

Zi = Din,i × [−1, 2], i ∈ {1, . . . , 4},
with the disk parts Din,i from (3.3). The interfaces

FZk := Zk ∩ Zk+1, FZ4 := Z1 ∩ Z4, k ∈ {1, 2, 3},
are also employed.

Let (E,H) ∈ X2, and denote the even reflection at the top and bottom face of
Q by w+ for w ∈ L2(Q). We extend the electric field component E of (E,H) ∈ X2
to the function

Ẽ := E on Z ∩Q, (5.3)

Ẽ :=

−E+
1

−E+
2

E+
3

 on Z \Q. (5.4)

Additionally, we employ smooth cut-off functions χ1,2, χ3 : [0,∞) → [0, 1] with
χ1,2 = 1 on [0, 1/2], χ3 = 1 on [0, 2/3], and suppχ1,2 ⊆ [0, 5

8 ], suppχ3 ⊆ [0, 3/4].
We then study the function

v(x1, x2, x3) := χ1,2(|(x1, x2)|)χ3(|x3 − 1
2 |)Ẽ2(x1, x2, x3) (5.5)

for (x1, x2, x3) ∈ Z.
With Lemma 5.4 and the boundary condition E × ν = 0 on ∂Q, v is piecewise

H1-regular, satisfies homogeneous Dirichlet boundary conditions on the boundary
∂Z, and ∆v(i) is an element of L2(Zi).

Consider the Laplacian
(∆Zu)(i) := ∆u(i), i ∈ {1, 2, 3, 4}, (5.6)

D(∆Z) := {ψ ∈ PH1(Z) | ∆ψ(i) ∈ L2(Zi), ψ = 0 on ∂Z, JψKFZ
k

= 0
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= Jεin∇ψ · νFZ
k

KFZ
k
, JεinψKFZ

l
= 0 = J∇ψ · νFZ

l
KFZ

l

for i ∈ {1, . . . , 4}, k ∈ {1, 3}, l ∈ {2, 4}},
on Z. After reflecting and rotating, we can assume that v satisfies the zero order
transmission conditions on FZ1 and FZ3 in the domain D(∆Z). Note that −∆Z
is positive definite and selfadjoint on L2(Z) with respect to the L2-inner product
with weight εin. Useful is also the formula

D(−∆Z)1/2 = {φ ∈ PH1(Z) | ψ = 0 on ∂Z, JφKFZ
k

= 0, JεinφKFZ
l

= 0,
k ∈ {1, 3}, l ∈ {2, 4}}.

We first provide two technical preliminary lemmas. The first one uses to approx-
imate functions in D(−∆Z)1/2 by regular functions.

Lemma 5.7. Let εin satisfy (3.2). The space

W := {ψ ∈ PH2(Z) ∩ D(−∆Z)1/2 | ψ(i) is smooth, suppψ ∩ ∂Z = ∅, ∂νFψ(i) = 0
∀ faces F of Zi, ϕ vanishes in a neighborhood of all edges of Z1, . . . ,Z4}

is dense in D(−∆Z)1/2.

Proof. Let φ ∈ D(−∆Z)1/2, and let χ̃m : [0,∞) → [0, 1] be a smooth cut-off
function with χ̃m = 1 on [0, 1 − 1/m], supp χ̃m ⊆ [0, 1 − 1

2m ], and ‖χ̃′m‖∞ ≤ Cm
with a uniform constant C > 0 for m ∈ N. Consider then the mapping

ψm(x1, x2, x3) := χ̃m(|(x1, x2)|)φ(x1, x2, x3), (x1, x2, x3) ∈ Z.
Taking into account that φ vanishes on ∂Z, a similar reasoning as in the proof of
Lemma 2.1 in [21] shows that ψ(i)

m → φ(i) in H1(Zi) as m→∞.
Fix m ≥ 3 in the following. We extend ψm trivially in x1 − x2-direction to the

cuboid Q̃ := [−1, 1]2× [−1, 2], keeping its piecewise H1-regularity and transmission
behavior. Adapting Lemma 2.1 in [58] to Q̃ as well as to the present boundary
and transmission conditions, there is a sequence (ψ̃l)l of piecewise smooth func-
tions converging on Q̃in,i to ψm in H1 and fulfilling the following properties. Each
mapping ψ̃l vanishes on ∂Q̃ and in a neighborhood of all interior and exterior edges
of Q̃ (meaning the intersections of ∂Zin,i with Fint for i ∈ {1, . . . , 4}). Additionally,
it obeys the transmission conditions in D(−∆Z)1/2, and the normal derivative of
ψ̃l vanishes in a neighborhood of each interface in Q̃.

We then define
φl(x1, x2, x3) := χ̃3m(|(x1, x2)|)ψ̃l(x1, x2, x3), (x1, x2, x3) ∈ Q̃, l ∈ N.

Each function φl belongs to W , and we deduce the convergence statement

‖φ(i)
l − ψ

(i)
m ‖H1(Zi) = ‖χ̃(i)

3m(|(x1, x2)|)(ψ̃(i)
l − ψ

(i)
m )‖H1(Zi)

≤ ‖χ̃(i)
3m‖W 1,∞(Zi)‖ψ̃

(i)
l − ψ

(i)
m ‖H1(Zi) → 0, l→∞,

by using the construction of ψm (in particular the fact χ̃3mχ̃m = χ̃m). As (ψm)m
converges to φ, we conclude the desired statement. �

We next construct a regular function that extends the jumps of the second com-
ponent of the electric field across the interfaces. The statement is valid up to
possible reduction of the radius of Z, which is implicitly assumed in the following.

Lemma 5.8. Let ε, µ satisfy (1.3), and let εin satisfy (3.2). Let (E,H) ∈ X2, and
define v by (5.5). There is a function ψ ∈ PH2(Z) with v + ψ ∈ D(−∆Z)1/2 and

‖ψ‖PH2(Z) ≤ C
∑
F∈Feff

int

‖JεE · νFKF‖H3/2
00 (F),
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for a uniform constant C = C(ε, µ,Q) > 0.

Proof. It suffices to extend the jump JεinvKFZ4 to the cylinder Z. As εin|Z4 6= εin|Zj
for j ∈ {1, 2, 3}, there is an effective interface F with FZ4 ∩Q ⊆ F . After adaption
of the radius Z, there is a cuboid Q̂ ⊆ Q with face F , Z4 ∩ Q ⊆ Q̂ and ε being
constant on Q̂.

As JεE · νFKF ∈ H3/2
00 (F), Lemma 2.1 provides ψ̂ ∈ H3(Q̂) ∩H1

0 (Q̂) with

∂2ψ̂|F = 1
ε

(4)
in

JεE2KF , ‖ψ̂‖H3(Q̂) ≤ C‖JεE · νFKF‖H3/2
00 (F).

On all other faces of Q̂, the function ψ̂ satisfies homogeneous Neumann boundary
conditions. We then define ψ̃ := ∂2ψ̂ on Q̂ and ψ̃ := 0 on Q \ Q̂. Lemma 2.1 from
[21] and the construction of ψ̂ then imply that ψ̃ and its normal derivatives vanish
on all interior and exterior faces of Q, except F . We then extend ψ̃ to Z by

ψ̌ := ψ̃ on Z ∩Q, ψ̌ := −ψ̃+ on Z \Q,

where ψ̃+ denotes the even reflection of ψ̃ at the top and bottom face of Q. By
definition, ψ̌(i) is H2-regular on Zi, and Jεinψ̌KFZ4 = −JεinẼ2KFZ4 .

Recall next the smooth cut-off functions χ1,2 and χ3 from definition (5.5). We
define the function

ψ(x1, x2, x3) := χ1,2(|(x1, x2)|)χ3(|x3 − 1
2 |)ψ̌(x1, x2, x3), (x1, x2, x3) ∈ Z. (5.7)

We note that the desired extension property Jεinψ‖FZ4 = −JεinvKFZ4 is valid, that
the sum v+ψ belongs to D(−∆Z)1/2, and that ψ satisfies the asserted estimate. �

Using ideas from the proof of Lemma 3.7 in [28], we next derive an appropriate
elliptic transmission problem for the function v on Z.

Lemma 5.9. Let ε, µ satisfy (1.3), and let εin satisfy (3.2). Let also (E,H) ∈
X2, v be defined by (5.5), and take ψ from Lemma 5.8. There is a function g ∈⋂
j∈{3,4}H

1/2(FZj ) with
4∑
i=1

∫
Zi
εin∇(v(i) + ψ(i)) · ∇φ(i) dx = −

4∑
i=1

∫
Zi
εin∆(v(i) + ψ(i))φ(i) dx

−
∫
FZ3

gφdσ −
∫
FZ4

εingφdσ

for φ ∈ D(−∆Z)1/2. The mapping g satisfies g = χ1,2( 2
3 |(x1, x2)|)χ3( 2

3 |x3 − 1
2 |)g,

and can be estimated according to

‖g‖H1/2(FZ
j

) ≤ C
[ N∑
i=1

( 2∑
j=1

(‖E(i)
j ‖L2(Qi) + ‖∆E(i)

j ‖L2(Qi)) + ‖curl E‖H1(Qi)
)

+
L∑
i=1

K∑
l=0
‖div E‖H1

00(Q̃i,l) +
∑
F∈Feff

int

‖JεE · νFKF‖H3/2
00 (F)

]
,

with a uniform constant C = C(ε, µ,Q) > 0.

Proof. 1) We approximate Zi from the interior by means of the sets

Zi,n := {(r cosϕ, r sinϕ, z) | r ∈ [1/n, 1− 1/n], ϕ ∈ Inin,i, z ∈ [−1 + 1/n, 2− 1/n]},
Inin,1 := [1/n, π/2− 1/n], Inin,2 := [π/2 + 1/n, π − 1/n],
Inin,3 := [π + 1/n, 3/2π − 1/n], Inin,4 := [3/2π + 1/n, 2π − 1/n],
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for i ∈ {1, . . . , 4} and n ≥ n0 ∈ N, compare (3.3). The plane face of Zi,n with
normal vector ej = (δjk)k is denoted by F ji,n for j ∈ {1, 2}. The reasoning in
Lemma 5.1 and Remark 5.2 then implies that u := v + ψ is H2-regular on Zi,n.

2) Recall the space W from Lemma 5.7. Let φ ∈ W . We write in the following
div Ẽ and div(εinẼ) for convenience, meaning the functions that are defined piece-
wise on Z. Using that ∇u(i) vanishes near the boundary of Z, an integration by
parts leads to the relations

4∑
i=1

∫
Zi
ε

(i)
in ∇u(i) · ∇φ(i) dx = lim

n→∞

4∑
i=1

∫
Zi,n

ε
(i)
in ∇u(i) · ∇φ(i) dx

= lim
n→∞

[ 4∑
i=1
−
∫
Zi,n

ε
(i)
in (∆u(i))φ(i) dx−

∫
F2

1,n

ε
(1)
in (∂2u

(1))φ(1) dσ

−
∫
F1

1,n

ε
(1)
in (∂1u

(1))φ(1) dσ +
∫
F1

2,n

ε
(2)
in (∂1u

(2))φ(2) dσ −
∫
F2

2,n

ε
(2)
in (∂2u

(2))φ(2) dσ

+
∫
F2

3,n

ε
(3)
in (∂2u

(3))φ(3) dσ +
∫
F1

3,n

ε
(3)
in (∂1u

(3))φ(3) dσ −
∫
F1

4,n

ε
(4)
in (∂1u

(4))φ(4) dσ

+
∫
F2

4,n

ε
(4)
in (∂2u

(4))φ(4) dσ
]
. (5.8)

We treat the terms on the right hand side of (5.8) separately in the next two steps.
3.i) We first handle the second and last summand. Note that we omit the

arguments of the cut-off functions χ1,2 and χ3 from (5.5) in the following. For n
sufficiently large, an integration by parts then leads to the identities

−
∫
F2

1,n

ε
(1)
in (∂2u

(1))φ(1) dσ +
∫
F2

4,n

ε
(4)
in (∂2u

(4))φ(4) dσ

= −
∫
F2

1,n

ε
(1)
in (∂2ψ

(1))φ(1) dσ +
∫
F2

4,n

ε
(4)
in (∂2ψ

(4))φ(4) dσ

−
∫
F2

1,n

ε
(1)
in χ3(Ẽ(1)

2 ∂2χ1,2 + χ1,2 div Ẽ(1) − χ1,2(∂1Ẽ
(1)
1 + ∂3Ẽ

(1)
3 ))φ(1) dσ

+
∫
F2

4,n

ε
(4)
in χ3(Ẽ(4)

2 ∂2χ1,2 + χ1,2 div Ẽ(4) − χ1,2(∂1Ẽ
(4)
1 + ∂3Ẽ

(4)
3 ))φ(4) dσ

= −
∫
F2

1,n

ε
(1)
in (∂2ψ

(1))φ(1) dσ +
∫
F2

4,n

ε
(4)
in (∂2ψ

(4))φ(4) dσ

−
∫
F2

1,n

ε
(1)
in χ3

[
(Ẽ(1)

2 ∂2χ1,2 + χ1,2 div Ẽ(1))φ(1) +
∑

j∈{1,3}

∂j(χ1,2φ
(1))Ẽ(1)

j

]
dσ

+
∫
F2

4,n

ε
(4)
in χ3

[
(Ẽ(4)

2 ∂2χ1,2 + χ1,2 div Ẽ(4))φ(1) +
∑

j∈{1,3}

∂j(χ1,2φ
(1))Ẽ(4)

j

]
dσ.

Using the definition ofX2 in (2.4), div Ẽ is piecewiseH1-regular on Z. By Lemma 5.4,
the same is true for Ẽ1 and Ẽ2. We then infer the formula

lim
n→∞

[
−
∫
F2

1,n

ε
(1)
in (∂2u

(1))φ(1) dσ +
∫
F2

4,n

ε
(4)
in (∂2u

(4))φ(4) dσ
]

(5.9)

= −
∫
FZ4

(
εinφJ∂2ψ + Ẽ2χ3∂2χ1,2 + χ1,2χ3 div ẼKFZ4

)
dσ.

For the fifth and sixth summands on the right hand side of (5.8), we employ the
above reasoning again. Taking additionally the relation ε(2)

in = ε
(3)
in , the construction
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of ψ in (5.7) and the condition div(εE) ∈ H1(Q̃i,l) for i ∈ {1, . . . , L}, l ∈ {0, . . . ,K},
into account, we derive the result

lim
n→∞

[
−
∫
F2

2,n

ε
(2)
in (∂2u

(2))φ(2) dσ +
∫
F2

3,n

ε
(3)
in (∂2u

(3))φ(3) dσ
]

= 0. (5.10)

3.ii) The focus now lies on the seventh and eighth terms on the right hand side
of (5.8). In view of the definition of W in Lemma 5.7, an integration by parts leads
to the relations

−
∫
F1

4,n

ε
(4)
in (∂1u

(4))φ(4) dσ +
∫
F1

3,n

ε
(3)
in (∂1u

(3))φ(3) dσ

= −
∫
F1

4,n

ε
(4)
in
(
χ3Ẽ

(4)
2 ∂1χ1,2 + χ3χ1,2(curl Ẽ(4))3 + ∂1ψ

(4) − χ3χ1,2∂2Ẽ
(4)
1
)
φ(4) dσ

+
∫
F1

3,n

ε
(3)
in
(
χ3Ẽ

(3)
2 ∂1χ1,2 + χ3χ1,2(curl Ẽ(3))3 + ∂1ψ

(3) − χ1,2χ3∂2Ẽ
(3)
1
)
φ(3) dσ.

Employing Lemma 5.6, the mapping Ẽ2∂1χ1,2 is piecewise H2-regular on Z. By
definition of W and Lemma 7.1 in [56], J∂j(χ1,2φ)KFZ3 = 0 for j ∈ {2, 3}, and
trFZ3 ∂1ψ = 0, by definition of ψ in (5.7). Using Proposition 4.6 in [58], (curl Ẽ)3 is
furthermore piecewise H1-regular on Z. Altogether, we conclude

lim
n→∞

[
−
∫
F1

4,n

ε
(4)
in (∂1u

(4))φ(4) dσ +
∫
F1

3,n

ε
(3)
in (∂1u

(3))φ(3) dσ
]

= −
∫
FZ3

(
JεinKFZ3 χ3(Ẽ2∂1χ1,2 + χ1,2(curl Ẽ)3)− χ1,2χ3∂2JεinẼ1KFZ3

)
φdσ. (5.11)

(Note here that the function ∂2JεinẼ1KFZ3 belongs to H1/2(FZ3 ) as a result of the
definition of Ẽ1 and the condition JεE · νFKF ∈ H3/2

00 (F) for F ∈ Feff
int.) The same

procedure and the fact ε(1)
in = ε

(2)
in also yield the limit

lim
n→∞

[
−
∫
F1

1,n

ε
(1)
in (∂1u

(1))φ(1) dσ +
∫
F1

2,n

ε
(2)
in (∂1u

(2))φ(2) dσ
]

= 0 (5.12)

for the third and fourth summand on the right hand side of (5.8).
4) Combining (5.8)–(5.12), we arrive at the desired result

4∑
i=1

∫
Zi
ε

(i)
in ∇u(i) · ∇φ(i) dx = −

4∑
i=1

∫
Zi
εin(∆u(i))φ(i) dx

−
∫
FZ3

[
JεinKFZ3 χ3(Ẽ2∂1χ1,2 + χ1,2(curl Ẽ)3)− χ1,2χ3∂2JεinẼ1KFZ3

]
φdσ

−
∫
FZ4

J∂2ψ + Ẽ2χ3∂2χ1,2 + χ1,2χ3 div ẼKFZ4 (εinφ) dσ.

In view of Lemma 5.7, this identity also holds for all φ ∈ D(−∆Z)1/2. The asserted
energy estimate is due to Lemma 5.6 and due to the choice of χ1,2, χ3. The formula
g = χ1,2( 2

3 |(x1, x2)|)χ3( 2
3 |x3 − 1

2 |)g follows from (5.7). �

We next analyze the transmission problem in Lemma 5.9. The proof follows
the same strategy as the one for Lemma 4.1, whence we only sketch the relevant
arguments. From Section 3.3, we recall the one-dimensional space

Ňin = span{χ(r)rκ1ψ1(ϕ)},
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with κ1 and ψ1 denoting the first eigenvalue and an associated eigenfunction of
(3.7). The next statement also uses the smooth cut-off functions χ1,2 and χ3 that
arise in (5.5), as well as the number κ̊ from (3.8).

Lemma 5.10. Let ε, µ satisfy (1.3), and let εin satisfy (3.2). Let additionally
g ∈

⋂
j∈{3,4}H

1/2(FZj ), f ∈ L2(Z), and θ ∈ (̊κ, 1). There is a unique function
u ∈ D(−∆Z)1/2 with

4∑
i=1

∫
Zi
εin∇u(i) · ∇φ(i) dx =

∫
Z
εinfφdx−

∫
FZ3

χ1,2( 2
3 |x2|)χ3( 2

3 |x3 − 1
2 |)gφdσ

−
∫
FZ4

χ1,2( 2
3 |x1|)χ3( 2

3 |x3 − 1
2 |)g(εinφ) dσ, (5.13)

for φ ∈ D(−∆Z)1/2. The product χ3(|x3− 1
2 |)u belongs to L2((−1, 2), PH1+θ(D)⊕

Ňin) with

‖χ3(|x3 − 1
2 |)u‖L2((−1,2),PH1+θ(D)⊕Ňin) ≤ C

(
‖f‖L2(Z) +

4∑
j=3
‖g‖H1/2(FZ

j
)
)
,

where C = C(ε, µ, θ,Q) > 0 is a positive constant.

Proof. 1) Throughout, C = C(ε, µ, θ,Q) > 0 is a positive constant that is al-
lowed to change from line to line. We first consider (5.13) for a function g ∈
L2(FZ3 ) ∩ L2(FZ4 ). The Lax-Milgram lemma then provides a unique solution
u = u(g|FZ3 , g|FZ4 , f) ∈ D(−∆Z)1/2 of (5.13), giving rise to a well-defined linear
solution operator

T :
4∏
j=3

L2(FZj )× L2(Z)→ L2((−1, 2), PH1(D)), (5.14)

(g|FZ3 , g|FZ4 , f) 7→ χ3(|x3 − 1
2 |)u.

Inserting u = φ into (5.13), the trace theorem for H1-functions, the Poincaré in-
equality, and the Cauchy-Schwarz inequality give additionally rise to the estimate

‖χ3(|x3 − 1
2 |)u‖PH1(Z) ≤ C

(
‖f‖L2(Z) +

4∑
j=3
‖g|FZ

j
‖L2(FZ

j
)

)
. (5.15)

In particular, T is bounded.
2) Fix f ∈ L2(Z), and suppose additionally that g ∈ H

1/2
00 (FZ3 ) ∩ H1/2

00 (FZ4 ).
First an appropriate extension of g is constructed. We abbreviate gj := g|FZ

j
, and

consider the polyhedron
P := {(x, y) | x ∈ [0, 1], y ∈ [x− 1, 0]} × [−1, 2] ⊆ Z4.

The interfaces FZ3 and FZ4 are in particular faces of P . Propositions 2.2–2.3 in [2]
provide an extension h ∈ H2(P ) ∩H1

0 (P ) with ∂νh = − 1
ε
(4)
in
g3 on FZ3 , ∂νh = 0 on

all other faces of P , and ‖h‖H2(P ) ≤ C1‖g‖H1/2
00 (FZ3 ), involving a uniform constant

C1 > 0. By means of Stein’s extension operator, h can be extended to a H2-regular
function on Z4, still denoted by h. We then set h := 0 on Z \Z4. This gives rise to
the desired formula Jεin∇h · νFZ3 KFZ3 = g3 on FZ3 . Similarly, we obtain a function
h̃ ∈ PH2(Z) with J∇h̃ · νFZ4 KFZ4 = g4, h̃ = 0 on FZ4 , and h̃ = 0 = ∂νFZ

j

h̃ for
j ∈ {1, 2, 3}. We define

u1(x1, x2, x3) := χ1,2( 2
3 |(x1, x2)|)χ3( 2

3 |x3 − 1
2 |)
(
h(x1, x2, x3) + h̃(x1, x2, x3)

)
,
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for (x1, x2, x3) ∈ Z. This function is piecewise H2-regular with

‖u1‖PH2(Z) ≤ C
4∑
j=3
‖gj‖H1/2

00 (FZ
j

). (5.16)

3) The operator ∆Z being invertible, there is a unique function u2 ∈ D(∆Z)
with −∆Zu2 = f + ∆u1. (Here, ∆u1 denotes the piecewise defined Laplacian of u1
on Z.) Then u := u1 + u2 is the unique solution of (5.13).

We analyze the product χ3(|x3 − 1
2 |)u in the following, using ideas and tech-

niques from [15, 13]. For convenience, we omit the argument of χ3 in the following.
The functions χ3u, χ3u1, χ3u2 are trivially extended in x3-direction to the infinite
cylinder D × R. Put now

−∆(χ3u
(i)
2 ) =: f̃ (i) ∈ L2(Din,i × R), i ∈ {1, . . . , 4}. (5.17)

The above extension procedure then leads to the estimate

‖f̃‖L2(D×R) ≤ C
(
‖f‖L2(Z) +

4∑
j=3
‖gj‖H1/2

00 (FZ
j

)

)
. (5.18)

In the following, we employ the partial Fourier transform with respect to the x3-
variable. Its application to a function w ∈ L2(D × R) is denoted by ŵ, the inverse
transform is called w̌, and the new variable in Fourier space is ξ. Transforming
(5.17) then leads to the formula

(ξ2 − ∂2
1 − ∂2

2 )̂ (χ3u2)(x1, x2, ξ) = (̂f̃), (x1, x2, ξ) ∈ D × R. (5.19)

The variable ξ is considered to be fixed in the next steps (and the statements are
then tacitly valid for almost all ξ).

4) In the following, we employ several times that (̂χ3u2)(·, ξ) belongs to D(Lin),
see (3.5). Taking the relation

0 ≤ −<
(
εinξ

2 (̂χ3u2)(·, ξ), Lin̂ (χ3u2)(·, ξ)
)
L2(D)

into account that follows from the positivity of −Lin, we obtain the inequality

‖
√
εinLin (̂χ3u2)(·, ξ)‖2L2(D) ≤ ‖

√
εinξ

2 (̂χ3u2)(·, ξ)‖2L2(D)

− 2<
(
εinξ

2 (̂χ3u2)(·, ξ), Lin̂ (χ3u2)(·, ξ)
)
L2(D) + ‖

√
εinLin̂ (χ3u2)(·, ξ)‖2L2(D)

= ‖
√
εin (̂f̃)(·, ξ)‖2L2(D). (5.20)

We next integrate this estimate with respect to ξ, and use Plancherel’s Theorem.
Taking also Proposition 3.4 into account, we derive the estimate

‖χ3u2‖L2(R,PH2(D)⊕Ňin) ≤ C‖f̃‖L2(D×R).

The definition u = u1 + u2, (5.16) and (5.18) then result in the desired inequality

‖χ3u‖L2((−1,2),PH2(D)⊕Ňin) ≤ C
(
‖f‖L2(Z) +

4∑
j=3
‖gj‖H1/2

00 (FZ
j

)

)
.

This means that the operator T from (5.14) is bounded from
∏
j∈{3,4}H

1/2
00 (FZj )×

L2(Z) into L2((−1, 2), PH2(D)× Ňin).
5) We now interpolate between the results of parts 1) and 4). The relation

Hs
0(FZj ) = Hs(FZj ), s ∈ (0, 1/2), first yields the identity( 4∏

j=3
L2(FZj )× L2(Z),

4∏
j=3

H
1/2
00 (FZj )× L2(Z)

)
θ,2

=
4∏
j=3

Hθ/2(FZj )× L2(Z).
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Remark 14.4 in [40] and Theorem 1 in [57] further lead to the formula(
L2((−1, 2), PH1(D)), L2((−1, 2), PH2(D)⊕ Ňin)

)
θ,2

= L2((−1, 2), (PH1(D), PH2(D)⊕ Ňin)θ,2)

= L2((−1, 2), PH1+θ(D)⊕ Ňin).

We then conclude that T is a bounded operator from
∏4
j=3H

θ/2(FZj )×L2(Z) into
the space L2((−1, 2), PH1+θ(D)⊕ Ňin). �

Combining our findings in Lemmas 5.8–5.10, we can now provide the desired
regularity statement for the second component of the electric field near interior
edges. For the statement, recall the number κ̊ from (3.8).

Lemma 5.11. Let ε, µ satisfy (1.3), εin satisfy (3.2), θ ∈ (̊κ, 1), and (E,H) ∈ X2.
Let v be defined by (5.5). Then the function χ3(|x3 − 1

2 |)v belongs to PH1+θ(Z)
with

‖χ3(|x3 − 1
2 |)v‖PH1+θ(Z) ≤C

( N∑
i=1

(
‖E‖L2(Qi) + ‖∆E‖L2(Qi) + ‖curl E‖H1(Qi)

)
+

L∑
i=1

K∑
l=0
‖div E‖H1

00(Q̃i,l) +
∑
F∈Feff

int

‖JεE · νFKF‖H3/2
00 (F)

)
,

involving a uniform constant C = C(ε, µ, θ,Q) > 0.

Proof. 1) Throughout the proof, C = C(ε, µ, θ,Q) > 0 is a constant that is allowed
to change from line to line. Let ψ ∈ PH2(Z) be the function from Lemma 5.8. By
Lemma 5.9, v+ψ satisfies (5.13) with appropriate right hand sides f ∈ L2(Z) and
g ∈

∏
j∈{3,4}H

1/2(FZj ). Lemma 5.10 then shows that χ3(|x3 − 1
2 |)(v + ψ) belongs

to L2((−1, 2), PH1+θ(D)⊕ Ňin). Since v is piecewise H3/2-regular, see Lemma 5.4,
we infer χ3(|x3 − 1

2 |)(v + ψ) ∈ L2((−1, 2), PH3/2(D)).
Lemma 3.2 implies that κ1 < 1/3, whence Ňin is no subset of PH3/2(D), see

[3] for instance. In view of the piecewise H2-regularity of ψ, this altogether means
that χ3(|x3 − 1

2 |)v belongs to L2((−1, 2), PH1+θ(D)). For convenience, we omit
the argument of χ3 in the following. Combining the triangle inequality with the
estimates from Lemmas 5.6, 5.8–5.10 and Proposition 4.6 in [58], we infer the
relations

‖χ3v‖L2((−1,2),PH1+θ(D)) ≤ ‖χ3(v + ψ)‖L2((−1,2),PH1+θ(D)) + C‖ψ‖PH2(Z)

≤ C
( N∑
i=1

(
‖E‖L2(Qi) + ‖∆E‖L2(Qi) + ‖curlE‖H1(Qi)

)
+

L∑
i=1

K∑
l=0
‖divE‖H1

00(Q̃i,l) +
∑
F∈Feff

int

‖JεE · νFKF‖H3/2
00 (F)

)
. (5.21)

2) To derive other useful estimates for χ3v, we employ the constructions of the
proof for Lemma 5.10, see also [15, 13]. Let f ∈ L2(Z), g ∈

∏4
j=3 L

2(FZj ), and
let u = u(g, f) ∈ PH1(Z) be the unique solution of (5.13). Extend the function
χ3(|x3 − 1

2 |)u trivially by zero in x3-direction, and denote the extended function
again by χ3u. As in (5.15), the extension-solution mapping

T :
4∏
j=3

L2(FZj )× L2(Z)→ H1(R, L2(D)) ∩ L2(R, PH1(D)),
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(g, f) 7→ χ3u(g, f)

is bounded.
3) Assume now additionally that g ∈

∏4
j=3H

1/2
00 (FZj ). Recall also u1 and u2

from parts 2) and 3) of the proof for Lemma 5.10, as well as u = u1 + u2. The
functions χ3u1, and χ3u2 are as above considered on the infinite cylinder D × R
after trivial extension by zero. Note moreover that ŵ denotes the partial Fourier
transform in x3 of a function w ∈ L2(R), and the variable in Fourier space is ξ.

Fix ξ ∈ R in the following. The reasoning for (5.20) and (5.18) also gives rise to
the estimate

‖ξ2 (̂χ3u2)‖L2(D×R) ≤ C
(
‖f‖L2(Z) +

4∑
j=3
‖g‖

H
1/2
00 (FZ

j
)

)
.

With the triangle inequality and (5.16), we then deduce the inequality

‖χ3u‖H2(R,L2(D)) ≤ C
(
‖f‖L2(Z) +

4∑
j=3
‖gj‖H1/2

00 (FZ
j

)

)
. (5.22)

We next employ the equivalence of the piecewise H1-norm and the graph norm in
D(−Lin)1/2 several times. With the symmetry of the operator (−Lin)1/2, and the
Cauchy-Schwarz estimate, we then obtain the relations

‖
√
εin|ξ|(−Lin)1/2 (̂χ3u)(·, ξ)‖L2(D×R) ≤ ‖

√
εin|ξ|(−Lin)1/2 (̂χ3u2)(·, ξ)‖L2(D×R)

+ C‖χ3u1‖H1(R,PH1(D))

= ‖
(
εin|ξ|2 (̂χ3u2)(·, ξ), Lin (̂χ3u2)(·, ξ)

)1/2
L2(D)‖L2(R) + C‖χ3u1‖H1(R,PH1(D))

≤
∥∥∥‖√εinξ

2 (̂χ3u2)(·, ξ)‖1/2L2(D)‖
√
εinLin (̂χ3u2)(·, ξ)‖1/2L2(D)

∥∥∥
L2(R)

+ C‖χ3u1‖H1(R,PH1(D))

≤ ‖
√
εinξ

2 (̂χ3u2)(·, ξ)‖1/2L2(D×R)‖
√
εinLin (̂χ3u2)(·, ξ)‖1/2L2(D×R)

+ C‖χ3u1‖H1(R,PH1(D)).

Combining (5.22), (5.20), (5.18) and (5.16), we conclude the bound

‖χ3u‖H1(R,PH1(D)) ≤ C
(
‖f‖L2(Z) +

4∑
j=3
‖g‖

H
1/2
00 (FZ

j
)

)
.

In view of (5.22), this means that T is also bounded as

T :
4∏
j=3

H
1/2
00 (FZj )× L2(FZj )→ H2(R, L2(D)) ∩H1(R, PH1(D)).

4) Interpolating between the boundedness results of parts 2) and 3), we infer
that the trivial extension χ3(v + ψ) is an element of the space(

H1(R, L2(D)) ∩ L2(R, PH1(D)), H2(R, L2(D)) ∩H1(R, PH1(D))
)
θ,2

⊆ H1+θ(R, L2(D)) ∩H1(R, PHθ(D)) ∩Hθ(R, PH1(D)).

Taking also Lemma 5.8 and (5.21) into account, we conclude that χ3v is an element
of PH1+θ(Z) satisfying the asserted estimate. �

Combining Lemmas 5.6 and 5.11, we deduce the desired global regularity state-
ment for the electric field component of a vector in X2.
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Lemma 5.12. Let ε and µ satisfy (1.3), θ ∈ (0, 1), and let (E,H) ∈ X2. The
vector E(i) belongs to H1+θ(Qi)3 with

‖E‖PH1+θ(Q) ≤ C
( N∑
i=1

(
‖E(i)‖L2(Qi) + ‖∆E(i)‖L2(Qi) + ‖curl E‖H1(Qi)

)
+

L∑
i=1

K∑
l=0
‖div E‖H1

00(Q̃i,l) +
∑
F∈Feff

int

‖JεE · νFKF‖H3/2
00 (F)

)
,

involving a uniform number C = C(θ, ε, µ,Q) > 0.

Proof. An equivalent version of Lemma 5.11 is also valid for E1 due to symmetry.
By Lemmas 5.6 and 5.11, it suffices to study only the third component E3. To that
end, we use the formulas

∂1E(i)
3 = −(curlE(i))2 + ∂3E(i)

1 , ∂2E(i)
3 = (curlE(i))1 + ∂3E(i)

2 ,

∂3E(i)
3 = divE(i) − ∂1E(i)

1 − ∂2E(i)
2 ,

on Qi for i ∈ {1, . . . , N}. By definition of X2, Proposition 4.6 of [58], Remark 2.4,
Lemmas 5.6 and 5.11 (respectively an equivalent version for E1), the expressions
on the right hand sides are at least Hθ-regular on Qi. This implies the asserted
regularity statement. The estimate follows in the same way. �

5.3. Study of the magnetic field component.
In this section, we analyze the regularity of the magnetic field component H

of a vector (E,H) ∈ X2, see (2.4). We first state a result that is obtained from
Lemma 9.15 in [56], Proposition 4.6 in [58] and Remark 2.4 via localization with
respect to the interfaces in F̃int, see Section 1. As we elaborate several cut-off
arguments in Section 5.2, we skip the proof here for the sake of brevity.

Lemma 5.13. Let ε, µ satisfy (1.3), let (E,H) ∈ X2, and let F ∈ F̃int. There is
an open set O with F ⊆ O and H1 ∈ PH2(O ∩Q). Furthermore, the estimate

‖H1‖PH2(O∩Q) ≤ C
N∑
i=1

(
‖H‖L2(Qi) + ‖∆H‖L2(Qi) + ‖curl H‖L2(Qi)

)
holds with a uniform constant C = C(ε, µ,Q) > 0.

We next establish a regularity result for the first magnetic field component on
the entire cuboid Q. To reach our goal, we use ideas and techniques from the proof
of Lemma 3.7 in [28], and Lemma 9.15 in [56]. See also the proof for Proposition 3.2
in [20].

Lemma 5.14. Let ε, µ satisfy (1.3), let (E,H) ∈ X2, and θ ∈ (0, 1). Then the
function H1 belongs to PH1+θ(Q) with

‖H1‖PH1+θ(Q) ≤ C
( N∑
i=1
‖∆H(i)

1 ‖L2(Qi) + ‖(curl H)3‖H1(Qi)
)
,

where C = C(ε, µ, θ,Q) > 0 is a uniform constant.

Proof. 1) Define the spaces

Ṽ := {ϕ ∈ PH1
Γ1

(Q) | JµϕKF = 0, for F ∈ Fint,1, JϕKF ′ = 0 for F ′ ∈ Fint,2},
W̃ := {ϕ ∈ PH2(Q) ∩ Ṽ | supp(ϕ) ∩ Γ1 = ∅, ϕ vanishes in a neighborhood of all

edges in Q}.
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Similar to Lemma 2.1 in [58], the space W̃ is dense in Ṽ with respect to the piecewise
H1-norm. Using the representation Qi := (a−,i1 , a+,i

1 ) × (a−,i2 , a+,i
2 ) × (a−3 , a

+
3 ), we

introduce the smaller cuboids
Qi,n := (a−,i1 + 1

n , a
+,i
1 − 1

n )× (a−,i2 + 1
n , a

+,i
2 − 1

n )× (a−3 + 1
n , a

+
3 − 1

n ) (5.23)
for n ≥ n0 sufficiently large. The corresponding faces of these cuboids are denoted
analogously to the faces of Q1, . . . , QN , meaning that Qi,n possesses the face pairs
Γ(i)
j,n for j ∈ {1, 2, 3}. The exterior unit normal vector of Qi,n is denoted by νi,n

with components (νi,n)l for l ∈ {1, 2, 3}.
2) Proposition 4.6 in [58] and Remark 5.2 show that H|Q̃j ∈ H1(Q̃j)3, and

that H|Qi ∈ H2
loc(Qi)3 for j ∈ {1, . . . , L}, i ∈ {1, . . . , N}. (See Section 1 for

the definition of Q̃j .) Proposition 4.6 in [58] and Remark 2.4 furthermore yield
(curlH)3 ∈ PH1(Q), and (curlH)j ∈ PH2/3(Q) for j ∈ {1, 2}.

We next derive an elliptic transmission problem forH1 fitting into the framework
of Lemma 4.1. Let ϕ ∈ W̃ . Integrating by parts, we infer the identities

N∑
i=1

∫
Qi

µ(i)(∇H(i)
1 ) · (∇ϕ(i)) dx = lim

n→∞

N∑
i=1

∫
Qi,n

µ(i)(∇H(i)
1 ) · (∇ϕ(i)) dx

= lim
n→∞

N∑
i=1

(∫
Qi,n

−µ(i)(∆H(i)
1 )ϕ(i) dx+

∫
∂Qi,n

µ(i)(∇H(i)
1 · νi,n)ϕ(i) dσ

)
. (5.24)

We next analyze the limit of the boundary integral terms on the right hand side.
By inserting curlH and div(µH) = 0, we obtain the formula

lim
n→∞

N∑
i=1

∫
∂Qi,n

µ(i)(∇H(i)
1 · νi,n)ϕ(i) dσ

= lim
n→∞

N∑
i=1

(
−
∫

Γ(i)
1,n

µ(i)(νi,n)1(∂2H(i)
2 + ∂3H(i)

3 )ϕ(i) dσ

−
∫

Γ(i)
2,n

µ(i)(νi,n)2(curlH(i))3ϕ
(i) dσ +

∫
Γ(i)

3,n

µ(i)(νi,n)3(curlH(i))2ϕ
(i) dσ

+
∫

Γ(i)
2,n

µ(i)(νi,n)2(∂1H(i)
2 )ϕ(i) dσ +

∫
Γ(i)

3,n

µ(i)(νi,n)3(∂1H(i)
3 )ϕ(i) dσ

)
. (5.25)

In view of the boundary condition 1
ε curlH× ν = 0 on ∂Q, we infer that the third

summand on the right hand side tends to zero as n→∞. The boundary condition
also implies the relation

lim
n→∞

N∑
i=1

∫
Γ(i)

2,n

µ(νi,n)2(curlH)3ϕdσ= −
∑

F∈Fint,2

∫
F

Jµ(curlH)3KFϕdσ. (5.26)

We further note that the remaining terms on the right hand side of (5.25) all
converge to zero. To show this claim, it suffices to focus on the fourth one. (All
other terms can be treated with similar arguments.) Recall that µH · ν = 0 on ∂Q.
Using the definition of W̃ and Lemma 7.1 in [56], an integration by parts yields the
identities

lim
n→∞

∫
Γ(i)

2,n

µ(i)(νi,n)2(∂1H(i)
2 )ϕ(i) dσ = − lim

n→∞

∫
Γ(i)

2,n

µ(i)(νi,n)2H(i)
2 ∂1ϕ

(i) dσ = 0.

Combining (5.24)–(5.26), we conclude the formula
N∑
i=1

∫
Qi

µ(i)(∇H(i)
1 ) · (∇ϕ(i)) dx =−

N∑
i=1

∫
Qi

µ(i)(∆H(i)
1 )ϕ(i) dx
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+
∑

F∈Fint,2

∫
F

Jµ(curlH)3KFϕdσ.

By density, the same formula holds also for all functions ϕ ∈ Ṽ . Lemma 4.1 now
yields the asserted statement. �

We finally treat the remaining two magnetic field components of vectors in X2.
For the statement, we employ the number κ ∈ (2/3, 1) that is defined via the
relation

max
i∈{1,...,L},
l∈{1,...,K}

(ε|Q̃i,l − ε|Q̃i,0)2

ε|Q̃i,lε|Q̃i,0
= − 4 sin2(κπ)

sin(κ2π) sin( 3κ
2 π)

, (5.27)

compare formula (3.4) in [58].

Lemma 5.15. Let ε, µ satisfy (1.3), (E,H) ∈ X2, θ ∈ (1/4, 1/2), and κ ∈ (1 −
κ, 1/3). Then H2 ∈ PH3/2+θ(Q) and H3 ∈ PH2−κ(Q) with

‖H2‖PH3/2+θ(Q) ≤ C
N∑
i=1

(
‖∆H2‖L2(Qi) + ‖(curl H)3‖H1(Qi) + ‖H1‖H3/2+θ(Qi)

)
,

‖H3‖PH2−κ(Q) ≤ C
N∑
i=1

(
‖∆H3‖L2(Qi) + ‖H1‖H2−κ(Qi) +

2∑
j=1
‖(curl H)j‖H1−κ(Qi)

)
,

with a uniform constant C = C(θ, κ, ε, µ,Q) > 0.

Proof. 1) The reasoning is for both components similar to the proof of Lemma 5.14
(see also the proofs for Lemma 3.7 in [28], Proposition 3.2 in [20], and Lemma 9.15
in [56]). Hence we only analyze the third component H3. We use the spaces of test
functions
Ṽ := H1

Γ3
(Q),

W̃ := {ϕ ∈ PH2(Q) ∩H1
Γ3

(Q) | ϕ(i) is smooth on Qi, supp(ϕ) ∩ Γ3 = ∅,
ϕ vanishes in a neighborhood of all edges in Q}.

Note that a similar reasoning as in Lemma 2.1 of [56] shows that W̃ is dense in
Ṽ with respect to the H1-norm. We moreover reuse the small cuboids Qi,n with
exterior unit normal νi,n and faces Γ±,(i)j,n from (5.23). The effective interfaces in
Feff

int with unit normal vector ej are collected in a set Feff
int,j , j ∈ {1, 2}.

2) Let ϕ ∈ W̃ . By Remark 5.2, the function H(i)
3 belongs to H2

loc(Qi). The
definition of X2 in (2.4), Proposition 4.6 in [58], and Remark 2.4 furthermore imply
that the first two components of curlH are elements of PH1−κ(Q) ⊆ PH2/3(Q).

In the following, we derive an equation for H3 that fits into the framework of
Lemma 4.1. As in the proof of Lemma 5.14, we first infer the formula

N∑
i=1

∫
Qi

(∇H(i)
3 ) · (∇ϕ(i)) dx = lim

n→∞

N∑
i=1

(
−
∫
Qi,n

(∆H(i)
3 )ϕ(i) dx

+
∫
∂Qi,n

(∇H(i)
3 · νi,n)ϕ(i) dσ

)
. (5.28)

In the next steps, we analyze the limit of the second summand on the right hand
side of (5.28).

3.i) In view of the location of the support of ϕ, we first infer

lim
n→∞

N∑
i=1

∫
Γ±,(i)3,n

(νi,n)3(∂3H(i)
3 )ϕ(i) dσ = 0. (5.29)
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3.ii) Inserting the vector curlH, we moreover derive the formula

N∑
i=1

∫
Γ±,(i)1,n

(νi,n)1(∂1H(i)
3 )ϕ(i) dσ =

N∑
i=1

(∫
Γ±,(i)1,n

(νi,n)1(∂3H(i)
1 )ϕ(i) dσ (5.30)

−
∫

Γ±,(i)1,n

(νi,n)1(curlH(i))2ϕ
(i) dσ

)
.

Taking the boundary conditions curlH×ν = 0, µH·ν = 0 on ∂Q, and the definition
of W̃ into account, an integration by parts on the right hand side of (5.30) shows
that the integrals over faces that approach the boundary face Γ1 tend to zero as
n → ∞. To cover all other face integrals for the first summand on the right hand
side of (5.30), we denote byA+ andA− the set of all numbers i with Γ+,(i)

1,n and Γ−,(i)1,n
tending to a subface of an interface in F̃int as n→∞, respectively. All numbers i
with Γ+,(i)

1,n or Γ−,(i)1,n tending to an interface in Feff
int \ F̃int, are contained in the sets

B+ or B−, respectively. Taking the transmission condition JµH · νFKF = 0 = JϕKF
for F ∈ Fint into account, using Lemma 5.14 and integrating by parts, we then
conclude the relations

lim
n→∞

( ∑
i∈A+

∫
Γ+,(i)

1,n

(∂3H(i)
1 )ϕ(i) dσ−

∑
i∈A−

∫
Γ−,(i)1,n

(∂3H(i)
1 )ϕ(i) dσ

)
= −

∑
F∈F̃int

∫
F

J∂3H1KFϕdσ,

lim
n→∞

( ∑
i∈B+

∫
Γ+,(i)

1,n

(∂3H(i)
1 )ϕ(i) dσ−

∑
i∈B−

∫
Γ−,(i)1,n

(∂3H(i)
1 )ϕ(i) dσ

)
=

∑
F∈Feff

int,1\F̃int

∫
F

JH1∂3ϕK dσ = 0. (5.31)

For the second summand on the right hand side of (5.30), we use the interface
condition J 1

ε curlH× νFKF = 0 for F ∈ Fint to derive the identity

− lim
n→∞

N∑
i=1

∫
Γ±,(i)1,n

(νi,n)1(curlH(i))2ϕ
(i) dσ =

∑
F∈Feff

int,1

∫
F

J(curlH)2KFϕdσ. (5.32)

4) A straightforward modification of the arguments in part 3.ii) leads to the
formula

lim
n→∞

N∑
i=1

∫
Γ±,(i)2,n

(νi,n)2(∂2H(i)
3 )ϕ(i) dσ = −

∑
F∈Feff

int,2

∫
F

J(curlH)1KFϕdσ. (5.33)

Combining (5.28)–(5.33), we altogether arrive at the equation∫
Q

(∇H3)·(∇ϕ) dx = −
N∑
i=1

∫
Qi

(∆H(i)
3 )ϕ(i) dx−

∑
F∈F̃int

∫
F

J∂3H1KFϕdσ

+
∑

F∈Feff
int,1

∫
F

J(curlH)2KFϕdσ −
∑

F∈Feff
int,2

∫
F

J(curlH)1KFϕdσ. (5.34)

Since W̃ is dense in Ṽ , (5.34) also holds for all functions ϕ ∈ Ṽ . Lemma 4.1 (with
µ = 1) then shows that H3 belongs to PH2−κ(Q) with the desired estimate. �
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5.4. Conclusion of the regularity statement for the Maxwell system.
The next proposition summarizes the findings of Sections 5.1–5.3. It provides

the desired embedding result for the space X2 from (2.4). Recall for the result the
number κ from (5.27).

Proposition 5.16. Let ε and µ satisfy (1.3), and let κ > 1 − κ. The space X2
embeds continuously into PH2−κ(Q)6.

Proof. Lemmas 5.12 and 5.14–5.15 show that X2 is a subspace of PH2−κ(Q)6. It
remains to show the embedding property. Throughout, C = C(ε, µ, κ,Q) > 0 is a
uniform constant that is allowed to change from line to line.

1) Let (E,H) ∈ X2. We first recall the estimate

‖E‖PH2−κ(Q) ≤C
(
‖E‖L2(Q) +

N∑
i=1

(
‖∆E(i)‖L2(Qi) + ‖curlE‖H1(Qi)

)
+

L∑
i=1

K∑
l=0
‖divE‖H1

00(Q̃i,l) +
∑
F∈Feff

int

‖JεE · νFKF‖H3/2
00 (F)

)
, (5.35)

from Lemma 5.12. In the following, we bound all expressions on the right hand side
of (5.35) in terms of the norm in X2, see (2.4). By definition of X2, curl 1

µ curlE ∈
L2(Q)3 and curlE ∈ H0(div, Q). Hence Proposition 4.6 in [58] yields the bound

‖curlE‖PH1(Q) ≤ C
(
‖ 1
µ curlE‖L2(Q) + ‖ 1

ε curl 1
µ curlE‖L2(Q)

)
. (5.36)

Employing the formula curl curlE(i) = −∆E(i) +∇divE(i), we moreover infer the
relation
‖∆E(i)‖L2(Qi) ≤ C

(
‖ 1
ε(i)

curl 1
µ(i) curlE(i)‖L2(Qi) + ‖div(ε(i)E(i))‖H1(Qi)

)
. (5.37)

Taking also the embedding of D(M2) into D(M) into account, (5.35)–(5.37) lead
us to the desired estimate ‖E‖PH2−κ(Q) ≤ C‖(E,H)‖X2 .

2) We proceed with the magnetic field component H. Combining Lemmas 5.14–
5.15, we infer the relation

‖H‖PH2−κ(Q) ≤ C
N∑
i=1

(
‖H‖L2(Qi) + ‖∆H‖L2(Qi) + ‖(curlH)3‖H1(Qi)

+
2∑
j=1
‖(curlH)j‖H1−κ(Qi)

)
.

By definition of X2 in (2.4), the vector ( 1
ε curlH, 0) is an element of the space X1

from (2.9) in [58]. Hence Proposition 4.6 in [58] and Remark 2.4 provide the bound

‖curlH‖PH1−κ(Q)2×PH1(Q) ≤ C
(
‖ 1
ε curlH‖L2(Q) + ‖ 1

µ curl 1
ε curlH‖L2(Q)

)
.

Similar reasoning as in part 1) now leads to the desired inequality. �

A straightforward adaption of the proof for Proposition 5.1 in [58] establishes
that the part M2 of M on X2, see (2.4), generates a strongly continuous semigroup
on X2. Hence, we skip the proof for brevity.

Lemma 5.17. Let ε and µ satisfy (1.3). The part M2 of M generates a contractive
C0-semigroup (etM2)t≥0 on X2. The latter is the restriction of (etM )t≥0 to X2.

Using semigroup theory, we can now provide the desired wellposedness statement
for the Maxwell system (1.1) on X2. The resulting regularity statement is elabo-
rated in the subsequent Remark 5.19 for further reference. Note that the statement
transfers parts of Proposition 3.3 from [20] and Corollary 9.24 in [56] to the present
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setting of discontinous material parameters. The formula for the surface charge ρF
on an interface F is also contained in Section 1 of [46] and Corollary 5.2 of [58]. To
formulate the assumptions on the external current J, we use the space

WT := L1([0, T ],D(M2)) +W 1,1([0, T ], X2)
for fixed T > 0. It is equipped with the norm ‖·‖W which is the canonical norm
for sums of spaces. The proof follows the same lines as the one for Corollary 5.2 in
[58], whence we skip it. (To be more precise, one replaces X1 by X2, M1 by M2,
and V (F) by H3/2

00 (F) in the proof.)

Corollary 5.18. Let ε and µ satisfy (1.3). Let T > 0, w0 = (E0,H0) ∈ D(M2) =
D(M3) ∩ X2, and let g := (1

εJ, 0) : [0, T ] → X2 be continuous, and contained in
WT . The following statements are valid.

a) System (1.1) has a unique classical solution w = (E,H). It is contained in
C([0, T ],D(M2)) ∩ C1([0, T ], X2) with

‖w(t)‖X2
≤ ‖w0‖X2

+
∥∥( 1

εJ, 0)
∥∥
L1([0,t],X2) ,

‖Mw(t)‖X2
≤ ‖w0‖D(M2) + ( 2

T + 3) ‖g‖WT
, t ∈ [0, T ].

b) The volume charge density ρ(i) on Qi and the surface charge ρF on an interface
F ∈ Feff

int are given via the formulas

ρ(i)(t) = div(ε(i)E(i)(t)) = div(ε(i)E(i)
0 )−

∫ t

0
div(J(i)(s)) ds,

ρF (t) = JεE(t) · νFKF = JεE0 · νFKF −
∫ t

0
JJ(s) · νFKF ds,

for t ∈ [0, T ], and i ∈ {1, . . . , N}.

Remark 5.19. Combining Proposition 5.16 and 5.18, the Maxwell system (1.1)
has a unique classical solution in the space C1([0, T ], PH2−κ(Q)6) for κ > 1 − κ.
(The number κ is defined in (5.27).) ♦

6. Error analysis for an ADI scheme

The goal of this section is an error result for time-discrete approximations of
the system (1.1) that are obtained via a Peaceman-Rachford ADI splitting scheme.
The most important ingredient is our regularity and wellposedness analysis from
Section 5.

In Section 6.1, we analyze the involved splitting operators. As a preliminary
step for the local error analysis, we then estimate a complicated term by means of a
sophisticated H∞-functional calculus argument, see Section 6.2. Combining all our
established results, we can finally deduce the desired error estimate in Section 6.3.

6.1. Preliminary analysis of a Peaceman-Rachford ADI scheme.
The curl operator is splitted into the difference

curl =

 0 −∂3 ∂2
∂3 0 −∂1
−∂2 ∂1 0

 =

 0 0 ∂2
∂3 0 0
0 ∂1 0

−
 0 ∂3 0

0 0 ∂1
∂2 0 0

 =: C1 − C2.

The operators on the right hand side are accompanied with maximal domains
D(Cj) :={u ∈ L2(Q)3 | Cju ∈ L2(Q)3}, j ∈ {1, 2},

and give rise to a splitting of the Maxwell operator M into the sum M = A + B
with

A :=
(

0 1
εC11

µC2 0

)
and B :=

(
0 − 1

εC2
− 1
µC1 0

)
.
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The latter splitting operators are considered on the domains

D(A) :={(E,H) ∈ L2(Q)6 | (C1H, C2E) ∈ L2(Q)6, E1 = 0 on Γ2, E2 = 0 on Γ3,

E3 = 0 on Γ1},
D(B) :={(E,H) ∈ L2(Q)6 | (C2H, C1E) ∈ L2(Q)6, E1 = 0 on Γ3, E2 = 0 on Γ1,

E3 = 0 on Γ2},

see [61, 43] and Section 2.2 in [28]. Note that the boundary condition for the electric
field is distributed onto the domains of the splitting operators. Hereby, all traces
are well-defined due to the imposed partial regularity.

We additionally point out that both splitting operators A and B are defined on
domains on which we can apply the involved differential operators on the entire
cuboid Q. In other words, we implicitly impose interface conditions in D(A) and
D(B). The current framework then ensures that the inverses (I − τA)−1 and
(I − τB)−1 exist. The latter operators are needed to formulate the ADI scheme
(6.1).

Lemma 6.1. Let ε and µ satisfy (1.3). The operators A and B are skewadjoint
on X. In particular, the operators (I − τL)−1 and γτ (L) := (I + τL)(I − τL)−1

are contractive on X for L ∈ {A,B} and τ > 0.

Lemma 6.1 is a special case of Lemma 4.3 in [28]. Note that the result is crucial
for our analysis, and in particular for the unconditional stability of the considered
ADI scheme.

Fix a step size τ > 0, and initial data (E0,H0) ∈ D(B). We abbreviate the nth
time step by tn := nτ for n ∈ N. The solution (E(tn),H(tn)) of (1.1) with initial
data (E0,H0) is approximated by the Peaceman-Rachford ADI scheme(
En
Hn

)
= Tτ

((
En−1

Hn−1

))
(6.1)

:= (I − τ
2B)−1(I + τ

2A)
[
(I − τ

2A)−1(I + τ
2B)

(
En−1

Hn−1

)
− τ

2ε

(
J(tn) + J(tn−1)

0

)]
.

This scheme was first proposed in [61, 43] for the homogeneous case J = 0, and
extended in [21] to the inhomogeneous case J 6= 0.

The error analysis in [27, 28, 21, 20, 19, 37] strongly relies on the embedding
of the domain D(M2) = D(M3) ∩ X2 into D(AB). The latter statement is valid
if the material parameters ε and µ are sufficiently regular, meaning they belong
to W 1,∞(Q). In presence of (1.3), however, this embedding is in general not valid
anymore, see Remark 10.5 in [56]. Our error analysis shows that the failure of the
embedding is the main reason for the order reduction. Nevertheless, we can at least
provide the following weaker result, involving the number κ from (5.27).

Lemma 6.2. Let ε and µ satisfy (1.3), and let κ > 1 − κ. The space X2 embeds
continuously into PH2−κ(Q)6 ∩ D(A) ∩ D(B).

Proof. Proposition 5.16 shows that X2 embeds into PH2−κ(Q)6. The definition of
D(M) in (2.3) and the fact X2 ⊆ D(M) additionally guarantee that all transmission
and boundary conditions in D(A) and D(B) are satisfied by each element in X2. �

We finally introduce the operators

Λj(t)w := 1
tj(j − 1)!

∫ t

0
(t− s)j−1esMw ds, Λ0(t) := etM , (6.2)
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for w ∈ X, t ≥ 0 and j ∈ N. They are useful to expand the semigroup (etM )t≥0,
see [27, 28] for instance. It is crucial that Λj(t) leaves the space X2 invariant, see
Lemma 5.17. Using standard semigroup theory, we obtain the relations

‖Λj(t)‖L(X2) ≤
1
j! , tMΛj+1(t) = Λj(t)−

1
j!I on D(M), (6.3)

Λ0(t) = I + tMΛ1(t) = I + tM + 1
2 t

2M2 + t3M3Λ3(t) on D(M3), (6.4)

for t ≥ 0 and j ∈ N0, see Section 4 in [28].

6.2. Bound for a critical error term.
In the next two statements, we establish an estimate on a complicated term,

that arises within our error analysis. Besides an H∞-functional calculus approach,
our regularity results from Section 5 come into play.

As introduced in Section 2, we denote the extrapolation of L ∈ {A,B} to L2(Q)6

by L−1. Moreover, we often abbreviate the electromagnetic wave (E,H) by w, for
convenience.

Lemma 6.3. Let ε and µ satisfy (1.3), θ ∈ (0, 1/4), w ∈ PH1/2−2θ(Q)6, τ ∈
(0, 1/4), and L ∈ {A,B}. The estimate

‖(I − τ
2L−1)−1L−1w‖L2(Q) ≤ Cτ−1/2−2θ‖w‖PH1/2−2θ(Q)

is valid with a uniform constant C = C(θ, ε, µ,Q) > 0.

Proof. 1) We restrict ourselves to the case L = A, as the other one can be treated
with similar arguments. Let v ∈ D(A2). Using Lemma 6.2, we first infer the
relation

|((I − τ
2A−1)−1A−1w, v)| = |(w,A(I + τ

2A)−1v)|. (6.5)

To have a convenient functional calculus, we next switch to A2, and collect two
useful facts: The operator I−A2 being positive definite and selfadjoint, it has well-
defined positive definite selfadjoint fractional powers (I − A2)γ for γ > 0. Using
the skewadjointness of A, the relation

‖λAz‖2 ≤ ((I − λ2A2)z, z) = ‖(I − λ2A2)1/2z‖2, (6.6)

is moreover valid for z ∈ D(A2) and λ ∈ R \ {0}.
2) We next verify that the space PH1/2−2θ(Q)6 embeds into D((I − A2)1/4−θ).

To that end, we note that the space

PH2
0 (Q)6 := {u ∈ L2(Q)6 | u(i) ∈ H2

0 (Qi)6 = (C∞c (Qi)
‖·‖H2 )6}

embeds into D(I −A2) = D(A2). Furthermore, we employ the identity

PH1/2−2θ(Q)6 =
(
L2(Q)6, PH2

0 (Q)6)
1/4−θ,2.

(The latter is obtained by combining Proposition 2.11 in [32] with Corollary 1.4.4.5
in [26], for instance.) Altogether, we conclude the desired embedding

PH1/2−2θ(Q)6 ⊂ (L2(Q)6,D(I −A2))1/4−θ,2 = D((I −A2)1/4−θ). (6.7)

3) Using (6.5)–(6.7) together with the Cauchy-Schwarz inequality, we now infer
the estimate

|((I − τ
2A−1)−1A−1w, v)| = |((I −A2)1/4−θw, (I −A2)−1/4+θA(I + τ

2A)−1v)|

≤ Cθ‖w‖PH1/2−2θ(Q)‖(I −A2)−1/4+θ 2
τ (I − (I + τ

2A)−1)v‖, (6.8)
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with a uniform constant Cθ = Cθ(ε, µ, θ,Q) > 0. We next analyze the second factor
on the right hand side of (6.8). Employing the commutativity of the resolvents of
A and A2, we first obtain

‖(I −A2)−1/4+θ 2
τ (I − (I + τ

2A)−1)v‖

= ‖A(I − τ
2A)(I − τ2

4 A)−1(I −A2)−1/4+θv‖. (6.9)

The skewadjointness of A now leads to the formulas

‖A(I − τ
2A)(I − τ2

4 A
2)−1(I −A2)−1/4+θv‖2

=
(
A(I + τ

2A)−1(I −A2)−1/4+θv,A(I − τ
2A)(I − τ2

4 A
2)−1(I −A2)−1/4+θv

)
=
(
(I −A2)−1/2+2θv,−A2(I − τ2

4 A
2)−1v

)
. (6.10)

Taking additionally into account that ((I−A2)−1/2+2θv, (I− τ2

4 A
2)−1v) is nonneg-

ative, we deduce(
(I −A2)−1/2+2θv,−A2(I − τ2

4 A
2)−1v

)
≤
(
(I −A2)−1/2+2θv, (I −A2)(I − τ2

4 A
2)−1v

)
=
(
(I −A2)1/4+θ(I − τ2

4 A
2)−1/2v, (I −A2)1/4+θ(I − τ2

4 A
2)−1/2v

)
. (6.11)

In view of (6.8)–(6.11), we arrive at the estimate∣∣((I − τ
2A−1)−1A−1w, v)

∣∣
≤ Cθ‖w‖PH1/2−2θ(Q)‖(I −A2)1/4+θ(I − τ2

4 A
2)−1/2v‖. (6.12)

4) To bound the right hand side of (6.12), we employ a bounded H∞(Σ3/4π)-
functional calculus for −A2, see Theorem 11.5 in [38]. (The set Σφ denotes the
open sector of angle φ ∈ (0, π).) By means of the function

ϕτ (z) := (1 + z)1/4+θ

(1 + τ2

4 z)1/2
, z ∈ Σ3/4π,

we can estimate (6.12) via the relations

‖(I −A2)1/4+θ(I − τ2

4 A
2)−1/2v‖ = ‖ϕτ (−A2)v‖ ≤ ‖ϕτ‖H∞(Σπ/2) ‖v‖ , (6.13)

see Theorem 11.5 in [38].
5) It remains to deal with the number ‖ϕτ‖H∞(Σπ/2). By means of the maximum

modulus principle for holomorphic functions, we infer the formula

‖ϕτ‖H∞(Σπ/2) = sup
<z=0

|ϕτ (z)|.

As a result, it suffices to estimate sup<z=0|ϕτ (z)|. Let z = ix ∈ iR. We first note
the identity

|ϕτ (z)| = (1 + x2)1/8+θ/2

(1 + τ4

16x
2)1/4

. (6.14)

The mapping on the right hand side has the critical values

x1 = 0, x2/3 = ±

√
− 1

32( 1
64 −

θ
16 )

+
1
4 + θ

( 1
64 −

θ
16 )τ4 ,

whence the bound

sup
z∈C+

‖ϕτ (z)‖ = max{1, |ϕτ (ix2/3)|} (6.15)
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follows. Hence, it remains to study the case that |ϕτ | attains its maximum at ix2/3.
Combining (6.14) with the inequalities

τ4

32( 1
4 − θ)

<
1

512( 1
4 − θ)

, 1 < 16
τ4 =

1
4

1
64τ

4 <
3
4 − θ

( 1
64 −

θ
16 )τ4 ,

we conclude the relations

|ϕτ (ix2/3)| ≤

(
1 +

1
4 +θ

( 1
64−

θ
16 )τ4

)1/8+θ/2

(
1

2( 1
4−θ)

− 1
512( 1

4−θ)

)1/4 ≤
161/8+θ/2

( 255
512 )1/4 ( 1

4 − θ)
1
8−

θ
2 τ−

1
2−2θ. (6.16)

The domain D(A2) being dense in X, (6.12)–(6.13) and (6.15)–(6.16) imply the
assertion. �

For the next statement, recall the analytic framework from Section 2.1.

Corollary 6.4. Let ε and µ satisfy (1.3), θ ∈ (1/2, 1), w1 ∈ D(M2) = D(M3)∩X2,
and τ ∈ (0, 1/4]. The estimate

‖(I − τ
2A−1)−1A−1BM2Λ1(τ)w1‖L2(Q) ≤ Cτ−θ‖w1‖D(M2)

is valid with a uniform constant C = C(θ, ε, µ,Q) > 0.

Proof. Let ŵ1 := Λ1(τ)Mw1. Proposition 5.16 and (6.3) then imply that ŵ1 ∈
PH5/3(Q)6 with

‖ŵ1‖PH5/3(Q) ≤ C‖w1‖D(M2), (6.17)

involving a constant C = C(ε, µ,Q) > 0. In the following, we extend the operator
B to an operator B̃ by defining

(B̃(E,H))(i) := (− 1
ε(i)
C2H(i),− 1

µ(i) C1E(i)), i ∈ {1, . . . , N},

(E,H) ∈ D(B̃) := {(E,H) ∈ L2(Q)6 | (C2H(i), C1E(i)) ∈ L2(Qi)6, i ∈ {1, . . . , N}}.

Via interpolation theory, we infer that B̃ is bounded from PH5/3(Q)6 into PH2/3(Q)6.
Consequently, the vector w̌1 := Bŵ1 = B̃ŵ1 belongs to PH2/3(Q)6. Employing
Lemma 6.3 and (6.17), we arrive at the desired relations

‖(I − τ
2A−1)−1A−1w̌1‖L2(Q) ≤ Cτ−θ‖w̌1‖PH1−θ(Q) ≤ Cτ−θ‖w1‖D(M2),

with a constant C = C(ε, µ, θ,Q) > 0. �

6.3. Conclusion of the error bound.
We finally establish the time-discrete error bound for the Peaceman-Rachford

ADI-scheme (6.1). Note that arguments from [27], Theorem 4.2 in [28], Theorem 5.1
in [21], and Theorem 10.7 in [56] are used. The major difference to [27, 28, 21] is the
following: The embedding of D(M2) into D(AB) is not valid, see also Remark 10.5
in [56]. Thus we extrapolate A to the operator A−1, see Section 2. In this respect,
we additionally note that we cannot estimate the expression from Corollary 6.4
without a loss of convergence order.

Throughout, the solution of (1.1) is denoted by w = (E,H), and the approxima-
tion from (6.1) to w at time tn = nτ is wn. For the external current J in (1.1), we
use the space

WT := C([0, T ],D(M2)) ∩W 2,1([0, T ], X2),
‖·‖WT

:= ‖·‖C([0,T ],D(M2)) + ‖·‖W 2,1([0,T ],X2) ,

for a fixed final time T > 0. Recall also the framework from Section 2.2.
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Theorem 6.5. Let ε and µ satisfy (1.3), θ ∈ (1/2, 1), T ≥ 1 and τ ∈ (0, 1/4). Let
furthermore w0 = (E0,H0) ∈ D(M2) = D(M3) ∩X2 be the initial data for (1.1),
and let ( 1

εJ, 0) ∈WT . There is a uniform constant C = C(ε, µ, θ,Q) > 0 with

‖wn − w(tn)‖L2(Q) ≤ CTτ
2−θ(‖w0‖D(M2) +

∥∥( 1
εJ, 0)

∥∥
WT

)

for all n ∈ N0 with nτ ≤ T .

Proof. 1) Throughout the proof, C = C(ε, µ, θ,Q) > 0 is a uniform constant that
is allowed to change from line to line. We first analyze the local error of (6.1).
Combining Corollary 5.18 with Lemma 6.2, the function MkΛj(τ)w(t) belongs to
D(A−1B)∩D(A)∩D(B) for k ∈ {0, 1}, j ∈ N0, and t ≥ 0. Moreover, Λ3(τ)w(t) is
contained in D(M3) by definition of X2.

Let k ∈ N0 with (k + 1)τ ≤ T . We first derive a convenient representation
formula for the local error. Equations (5.2) and (5.3) from [21] are still valid in our
setting, and we recall them for reference as

1
εJ(tk + s) = 1

εJ(tk) + s
εJ
′(tk) +

∫ tk+s

tk

(tk + s− r) 1
εJ
′′(r) dr, s ∈ [0, τ ], (6.18)

w(tk+1) = Λ0(τ)w(tk) + τΛ1(τ)(− 1
εJ(tk), 0) + τ2Λ2(τ)(− 1

εJ
′(tk), 0)

+Rk(τ), (6.19)
with the remainder

Rk(τ) =
∫ τ

0
e(τ−s)M( ∫ tk+s

tk

(tk + s− r)(− 1
εJ
′′(r), 0) dr

)
ds.

Similar to (5.4) in [21], we obtain the formula

Tτ (w(tk)) = (I − τ
2B)−1

[
(I − τ

2A−1)−1(I + τ
2A−1)(I + τ

2B)w(tk)

+ (I + τ
2A)

(
τ(− 1

εJ(tk), 0) + τ2

2 (− 1
εJ
′(tk), 0)

+ τ
2

∫ tk+1

tk

(tk+1 − r)(− 1
εJ
′′(r), 0) dr

)]
, (6.20)

where we extrapolate A, since Bw(tk) is in general not contained in D(A). Sub-
tracting (6.19) and (6.20), we arrive at
Tτ (w(tk))− w(tk+1)
= (I − τ

2B)−1(I − τ
2A−1)−1[(I + τ

2A−1)(I + τ
2B)− (I − τ

2A−1)(I − τ
2B)eτM

]
w(tk)

+ (I − τ
2B)−1[τ(I + τ

2A)− τ(I − τ
2B)Λ1(τ)

]
(− 1

εJ(tk), 0)

+ (I − τ
2B)−1[ τ2

2 (I + τ
2A)− τ2(I − τ

2B)Λ2(τ)
]
(− 1

εJ
′(tk), 0)

+ τ
2 (I − τ

2B)−1(I + τ
2A)

∫ tk+1

tk

(tk+1 − r)(− 1
εJ
′′(r), 0) dr −Rk(τ)

=: e1,k(τ) + e2,k(τ) + e3,k(τ) + e4,k(τ)−Rk(τ). (6.21)

In the sequel, we analyze the summands on the right hand side of (6.21).
1.a) We rewrite the defining relation of e1,k(τ) as

e1,k(τ) =(I − τ
2B)−1(I − τ

2A−1)−1

· [I + τ
2M + τ2

4 A−1B − (I − τ
2M + τ2

4 A−1B)Λ0(τ)]w(tk). (6.22)

Applying on the other hand (6.3) twice, the formulas
(I + Λ0(τ))w(tk) = (2I + τMΛ1(τ))w(tk) = (2I + τM + τ2M2Λ2(τ))w(tk),
(I − Λ0(τ))w(tk) = −τMΛ1(τ)w(tk),
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follow, while (6.4) yields

(I − Λ0(τ))w(tk) = (−τM − τ2

2 M
2 − τ3M3Λ3(τ))w(tk).

Inserting these supplementary formulas into (6.22), we deduce the identities
e1,k(τ) = (I − τ

2B)−1(I − τ
2A−1)−1[I − Λ0(τ) + τ

2M(I + Λ0(τ))

+ τ2

4 A−1B(I − Λ0(τ))
]
w(kτ)

= (I − τ
2B)−1(I − τ

2A−1)−1[− τ3M3Λ3(τ) + τ3

2 M
3Λ2(τ)

− τ3

4 A−1BMΛ1(τ)
]
w(kτ).

To estimate e1,k(τ), we note that ‖M3w(tk)‖ ≤ ‖Mw(kτ)‖X2
, see Section 2.1.

Combining (6.3), Lemma 6.1 and Corollary 6.4, we derive the bound
‖e1,k(τ)‖+ ‖(I + τ

2B)e1,k(τ)‖ ≤ Cτ3−θ‖w(tk)‖D(M2). (6.23)

1.b) We next deal with e2,k(τ). Simple rearranging of operators first yields

(I − τ
2A)−1(I − τ

2B)Λ1(τ)(− 1
εJ(tk), 0)

=
[
(I − τ

2A)−1(I − τ
2M)− I + (I − τ

2A)−1]Λ1(τ)(− 1
εJ(kτ), 0).

Using additionally the identity (I − τ
2A)−1(I + τ

2A) = −I + 2(I − τ
2A)−1, we infer

e2,k(τ) = τ(I − τ
2B)−1(I − τ

2A)
[
(I − τ

2A)−1(I + τ
2A)

− (I − τ
2A)−1(I − τ

2B)Λ1(τ)
]
(− 1

εJ(tk), 0)
= τ(I − τ

2B)−1(I − τ
2A)

[
− I + Λ1(τ) + 2(I − τ

2A)−1(I − Λ1(τ))
+ τ

2 (I − τ
2A)−1MΛ1(τ)

]
(− 1

εJ(tk), 0).

Applying now three times (6.3), the formula
e2,k(τ)

= τ(I − τ
2B)−1(I − τ

2A)
[
τMΛ2(τ)− 2τ(I − τ

2A)−1MΛ2(τ) + τ
2 (I − τ

2A)−1M

+ τ2

2 (I − τ
2A)−1M2Λ2(τ)

]
(− 1

εJ(tk), 0)

is obtained. Multiplying τMΛ2(τ) by I = (I − τ
2A)−1(I − τ

2A) and using (6.3), we
then conclude

e2,k(τ) = τ(I − τ
2B)−1(I − τ

2A)
[
− τ(I − τ

2A)−1M(Λ2(τ)− 1
2I)

+ τ2

2 (I − τ
2A)−1BMΛ2(τ)

]
(− 1

εJ(tk), 0)

= τ(I − τ
2B)−1[− τ2M2Λ3(τ) + τ2

2 BMΛ2(τ)
]
(− 1

εJ(tk), 0).

Lemmas 6.1–6.2, as well as (6.3) now give rise to
‖e2,k(τ)‖+ ‖(I + τ

2B)e2,k(τ)‖ ≤ Cτ3‖( 1
εJ(tk), 0)‖D(M2). (6.24)

1.c) We next analyze e3,k(τ), e4,k(τ) and Rk(τ). Relation (6.3) leads to

e3,k(τ) = τ2(I − τ
2B)−1[ τ

4A− τMΛ3(τ) + τ
2BΛ2(τ)

]
(− 1

εJ
′(tk), 0).

Combining Lemmas 6.1–6.2 with (6.3), we then infer the bounds
‖e3,k(τ)‖+ ‖(I + τ

2B)e3,k(τ)‖ ≤ Cτ3‖( 1
εJ
′(tk), 0)‖X2 , (6.25)

‖e4,k(τ)‖+ ‖(I + τ
2B)e4,k(τ)‖ ≤ Cτ2‖( 1

εJ, 0)‖W 2,1([tk,tk+1],X2),

‖Rk(τ)‖+ ‖(I + τ
2B)Rk(τ)‖ ≤ Cτ2‖( 1

εJ, 0)‖W 2,1([tk,tk+1],X2).

Altogether, we have estimated the local error Tτ (w(tk))−w(tk+1) as well as the
vector (I+ τ

2B)(Tτ (w(tk))−w(tk+1)). Estimates on the latter expression are crucial
to control the error propagation.
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2) The global error is now estimated by means of the unconditional stability of
the ADI scheme, as well as the bounds on the local error from part 1). Similar to
(6.21), we obtain the useful representation

wn − w(tn) = (I − τ
2B)−1(I − τ

2A−1)−1[(I + τ
2A−1)(I + τ

2B)(wn−1 − w(tn−1))
+ ((I + τ

2A−1)(I + τ
2B)− (I − τ

2A−1)(I − τ
2B)eτM )w(tn−1)

]
+

4∑
l=2

el,n−1(τ)−Rn−1(τ).

This recursive formula can also be transformed into

wn − w(tn) =
n−1∑
k=0

[
(I − τ

2B)−1(I + τ
2A)(I − τ

2A)−1(I + τ
2B)

]n−1−k

·
( 4∑
l=1

el,k(τ)−Rk(τ)
)
.

Similar arguments are also employed in the proof of Theorem 9.3 in [18]. Com-
bining (6.23)–(6.25), Lemma 6.1 and the assumption τ < 1/4, we arrive at the
relations

‖wn − w(nτ)‖ ≤
n−2∑
k=0
‖(I − τ

2B)−1‖‖(γτ (A)γτ (B))n−2−kγτ (A)‖

· ‖(I + τ
2B)

( 4∑
l=1

el,k(τ)−Rk(τ)
)
‖+ ‖

4∑
l=1

el,n−1(τ)−Rn−1(τ)‖

≤ Cτ3
n−1∑
k=0

(
τ−θ‖w(tk)‖D(M2) + ‖( 1

εJ(tk), 0)‖D(M2)

+ ‖( 1
εJ, 0)‖W 1,∞([0,T ],X2) + τ−1‖( 1

εJ, 0)‖W 2,1([tk,tk+1],X2)

)
.

In view of Corollary 5.18, we finally arrive at the desired error estimate. �

7. Numerical example

In this section we illustrate Theorem 6.5 by a numerical example implemented
in MATLAB. We consider the Maxwell equations (1.1) with perfectly conducting
boundary conditions on the unit cube, i.e. with a−i = 0 and a+

i = 1 for i = 1, 2, 3.
We choose a constant magnetic permeability µ ≡ 1 and a discontinuous, piecewise
constant electric permittivity

ε(x) =
{

1.1 if x1 > 0.5 and x2 > 0.5
0.1 else.

The Maxwell equations were solved on the time interval [0, 1] with initial data

E0(x) = 1
ε(x) (x1 − 1

2 )x2
1(x1 − 1)2(x2 − 1

2 )2 sin(πx2) sin(πx3)

1
0
0

 ,

H0(x) = 0,

which were chosen in such a way that the boundary, transmission and divergence
conditions are fulfilled.

Our error analysis only refers to the semi-discretization in time, but for numerical
computations the problem has to be discretized in space, too. For this purpose, we
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Figure 2. Error of the ADI scheme measured at t = 1 in the
discrete counterpart of ‖ · ‖L2 .

used the standard finite difference method on the Yee grid with 150 × 150 × 75
grid points1; see [54], Section 3.6 in [49], or Section 4.4 in [28] for details.

Since the exact solution of this problem setting is not known, a reference so-
lution was computed with the ADI scheme with a very fine step-size τ = 10−4.
It would have been preferable, of course, to compute the reference solution with
some other method, but the size of the problem is way too large for MATLAB’s
ODE solver, and computing a reference solution with the standard Yee scheme is
questionable because no rigorous convergence analysis for this method in presence
of discontinuous electric permittivity is known (to us).

Figure 2 shows the error of the ADI scheme at the final time t = 1 for different
step-sizes τ ∈ [0.001, 0.1]. The error was measured in the discrete counterpart of
‖ · ‖L2 , i.e. with integrals approximated by quadrature formulas. The plot clearly
shows that for sufficiently small τ the method converges, but with a reduced order of
approximately 1.5 instead of the classical order 2. This is precisely the convergence
behaviour predicted by Theorem 6.5.

References
[1] H. Amann: Linear and quasilinear parabolic problems. Vol I. Abstract linear theory,

Birkhäuser, Basel, 1995.
[2] F. Assous, and P. Ciarlet Jr.: Une caractèrisation de l’orthogonal de ∆(H2(Ω)∩H1

0 (Ω)) dans
L2(Ω). C. R. Acad. Sci. Paris Sèr. I Math. 325 (1997), 605–610.

[3] I. Babuška, B. Andersson, B. Guo, J.M. Melenk and H.S. Oh: Finite element method for
solving problems with singular solutions, J. Comput. Appl. Math. 74 (1–2) (1996), 51–70.

[4] M. Berger, P. Gauduchon, and E. Mazet: Le spectre d’une variété riemannienne, Springer,
Berlin, 1971.

[5] A. Bonito, J.-L. Guermond and F. Luddens: Regularity of the Maxwell equations in hetero-
geneous media and Lipschitz domains, J. Math. Anal. Appl. 408 (2) (2013), 498–512.

[6] A.-S. Bonnet-Ben Dhia, C. Hazard and S. Lohrengel: A singular field method for the solution
of Maxwell’s equations in polyhedral domains, SIAM J. Appl. Math. 59 (6) (1999), 2028–2044.

[7] M. Born and E. Wolf: Principles of optics. Electromagnetic theory of propagation, interference
and diffraction of light (7th ed. with corr.), Cambridge University Press, Cambridge, 2009.

[8] I. Chavel: Eigenvalues in Riemannian geometry, Academic Press, Orlando FL, 1984.

1Repeating the experiment with a coarser space discretization (100 × 100 × 50 grid points)
gave nearly the same result (data not shown).



ANALYSIS OF A PEACEMAN-RACHFORD SCHEME IN HETEROGENEOUS MEDIA 43

[9] W. Chen, X. Li and D. Liang: Energy-conserved splitting finite-difference time-domain meth-
ods for Maxwell’s equations in three dimensions, SIAM J. Numer. Anal. 48 (4) (2010), 1530–
1554.

[10] P. Ciarlet Jr.: On the approximation of electromagnetic fields by edge finite elements. Part
1. Sharp interpolation results for low-regularity fields, Comput. Math. Appl. 71 (1) (2016),
85–104.

[11] P. Ciarlet Jr.: On the approximation of electromagnetic fields by edge finite elements. Part
3. Sensitivity to coefficients, SIAM J. Math. Anal. 52 (3) (2020), 3004–3038.

[12] P. Ciarlet Jr., F. Lefèvre, S. Lohrengel and S. Nicaise: Weighted regularization for composite
materials in electromagnetism, M2AN Math. Model. Numer. Anal. 44 (1) (2010), 75–108.

[13] M. Costabel and M. Dauge: Singularities of electromagnetic fields in polyhedral domains,
Arch. Ration. Mech. Anal. 151 (3) (2000), 221–276.

[14] M. Costabel, M. Dauge and S. Nicaise: Singularities of Maxwell interface problems, M2AN
Math. Model. Numer. Anal. 33 (3) (1999), 627–649.

[15] M. Dauge: Elliptic boundary value problems on corner domains. Smoothness and asymptotics
of solutions, Springer, Berlin, 1988.

[16] R. Dautray and J.-L. Lions: Mathematical analysis and numerical methods for science and
technology. Vol. 1. Physical origins and classical methods, Springer, Berlin Heidelberg, 1990.

[17] B. Dörich, and K. Zerulla: Wellposedness and regularity for linear
Maxwell equations with surface current, Preprint 2022/32 of CRC 1173. See
https://doi.org/10.5445/IR/1000148883

[18] J. Eilinghoff: Error analysis of splitting methods for wave type equations, Ph.D. dissertation,
Karlsruhe Institute of Technology, 2017.

[19] J. Eilinghoff, T. Jahnke and R. Schnaubelt: Error analysis of an energy preserving ADI
splitting scheme for the Maxwell equations, SIAM J. Numer. Anal. 57 (3) (2019), 1036–1057.

[20] J. Eilinghoff, and R. Schnaubelt: Error estimates in L2 of an ADI splitting scheme
for the inhomogeneous Maxwell equations. Preprint 2017/32 of CRC 1173. DOI:
https://doi.org/10.5445/IR/1000077909

[21] J. Eilinghoff, and R. Schnaubelt: Error analysis of an ADI splitting scheme for the inhomo-
geneous Maxwell equations. Discrete Contin. Dyn. Syst. -A 38 (11) (2018), 5685–5709.

[22] L.C. Evans: Partial differential equations (2nd ed.), American Mathematical Society, Provi-
dence 2015.

[23] V. Girault and P.-A. Raviart: Finite element methods for Navier-Stokes equations. Theory
and algorithms, Springer, Berlin, 1986.

[24] D.J. Griffiths: Introduction to electrodynamics (4th ed.), Pearson Education, Harlow, 2014.
[25] P. Grisvard: Alternative de Fredholm relative au problème de Dirichlet dans un polyèdre,

Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 2 (3) (1975), 359–388.
[26] P. Grisvard: Elliptic problems in nonsmooth domains, Pitman, Boston, 1985.
[27] E. Hansen and A. Ostermann: Dimension splitting for evolution equations, Numer. Math.

108 (4) (2008), 557–570.
[28] M. Hochbruck, T. Jahnke and R. Schnaubelt: Convergence of an ADI splitting for Maxwell’s

equations, Numer. Math. 129 (3) (2015), 535–561.
[29] M. Hochbruck and J. Köhler: On the efficiency of the Peaceman-Rachford ADI-dG method

for wave-type problems, in: Numerical mathematics and advanced applications – ENUMATH
2017 (ed. F.A. Radu, K. Kumar, I. Berre, J.M. Nordbotten and I.S. Pop), Springer, Cham
(2019), 135–144.

[30] M. Hochbruck and J. Köhler: Error analysis of a fully discrete discontinuous Galerkin alter-
nating direction implicit discretization of a class of linear wave-type problems, Numer. Math.
150 (3) (2022), 893–927.

[31] J.D. Jackson: Classical electrodynamics (3rd ed.), John Wiley & Sons, New York, 1999.
[32] D. Jerison and C.E. Kenig: The inhomogeneous Dirichlet problem in Lipschitz domains, J.

Funct. Anal. 130 (1) (1995), 161–219.
[33] F. Jochmann: An Hs-regularity result for the gradient of solutions to elliptic equations with

mixed boundary conditions, J. Math. Anal. Appl. 238 (2) (1999), 429–450.
[34] T. Kato: Perturbation theory for linear operators (2nd corr. ed.), Springer, Berlin, 1995.
[35] R.B. Kellogg: Singularities in interface problems. In Hubbard, B.: Numerical solution of

partial differential equations-II. SYNSPADE 1970, Academic Press, New York 1971.
[36] R.B. Kellogg: On the Poisson equation with intersecting interfaces, Appl. Anal. 4 (1974/75),

101–129.
[37] J. Köhler: The Peaceman-Rachford ADI-dG method for linear wave-type problems, Ph.D.

dissertation, Karlsruhe Institute of Technology, Karlsruhe, 2018.



44 KONSTANTIN ZERULLA AND TOBIAS JAHNKE

[38] P.C. Kunstmann, and L. Weis: Maximal Lp-regularity for parabolic equations, Fourier mul-
tiplier theorems and H∞-functional calculus. In: Functional analytic methods for evolution
equations, Springer, Berlin 2004, 65–311.

[39] K. Lemrabet: An interface problem in a domain of R3, J. Math. Anal. Appl. 63 (3) (1978),
549–562.

[40] J.L. Lions, and E. Magenes: Non-homogeneous boundary value problems and applications.
Vol. I, Springer, Berlin 1972.

[41] L. Lorch: Some inequalities for the first positive zeros of Bessel functions. SIAM J. Math.
Anal. 24 (3) (1993), 814–823.

[42] A. Lunardi: Interpolation theory (3rd ed.), Scuola Normale Superiore, Pisa, 2018.
[43] T. Namiki: 3-D ADI-FDTD Method – unconditionally stable time-domain algorithm for

solving full vector Maxwell’s equations, IEEE Trans. Microwave Theory Tech. 48 (10) (2000),
1743–1748.

[44] F.Riesz, and B. Szökefalvi-Nagy: Vorlesungen über Funktionalanalysis (3rd ed.), Deutscher
Verlag d. Wiss., Berlin 1973.

[45] B.E.A. Saleh and M.C. Teich: Fundamentals of photonics (3rd ed.), John Wiley & Sons,
Hoboken N.J., 2019.

[46] R. Schnaubelt and M. Spitz: Local wellposedness of quasilinear Maxwell equations with
conservative interface conditions, Preprint 2018/35 of CRC 1173. To appear in Commun.
Math. Sci. DOI: https://doi.org/10.5445/IR/1000087659

[47] J.A. Stratton: Electromagnetic theory (reissued ed.), John Wiley & Sons, Hoboken N.J.,
2007.

[48] E.L. Tan: Fundamental schemes for efficient unconditionally stable implicit finite-difference
time-domain methods, IEEE Trans. Antennas Propag. 56 (1) (2008), 170–177.

[49] A. Taflove, S.C. Hagness: Computational Electrodynamics: The Finite-Difference Time-
Domain Method, 3rd edn. Artech House Publishers, Norwood (2005)

[50] E.L. Tan: Fundamental implicit FDTD schemes for computational electromagnetics and
educational mobile APPS (invited review), Progress in Electromagnetic Research 168 (2020),
39–59.

[51] H. Triebel: Höhere Analysis, VEB Deutscher Verlag der Wissenschaften, Berlin 1972.
[52] M. Tucsnak, and G. Weiss: Observation and control for operator semigroups, Birkhäuser,

Basel, 2009.
[53] G.N. Watson: A treatise on the theory of Bessel functions (2nd ed.), Cambridge University

Press, Cambridge 1966.
[54] K. Yee: Numerical solution of initial boundary value problems involving Maxwell’s equations

in isotropic media, IEEE Trans. Antennas Propag. 14(3) (1966), 302–307
[55] K. Zerulla: A uniformly exponentially stable ADI scheme for Maxwell equations, J. Math.

Anal. Appl. 492 (1) (2020), 124442.
[56] K. Zerulla: ADI schemes for the time integration of Maxwell equations, Ph.D. dissertation,

Karlsruhe Institute of Technology, Karlsruhe, 2021.
[57] K. Zerulla: Interpolation of a regular subspace complementing the span of a radially singular

function. Studia Math. 265 (2) (2022), 197–210.
[58] K. Zerulla: Analysis of a dimension splitting scheme for Maxwell equations with low regularity

in heterogeneous media, J. Evol. Equ. 22 (2022), 90.
[59] K. Zerulla: A formula for the first positive eigenvalue of a one-dimensional transmission

problem, technical report, 2022. URL: https://doi.org/10.5445/IR/1000144767
[60] K. Zerulla: Supporting calculation for the paper: Analysis of a Peaceman-Rachford

ADI scheme for Maxwell equations in heterogeneous media, technical report, 2022. URL:
https://doi.org/10.5445/IR/1000152575

[61] F. Zheng, Z. Chen, and J. Zhang: Toward the development of a three-dimensional uncondi-
tionally stable finite-difference time-domain method. IEEE Transactions on Microwave The-
ory and Techniques 48 (9) (2000), 1550–1558.

Department of Mathematics, Karlsruhe Institute of Technology, Englerstr. 2,
76131 Karlsruhe, Germany.
E-mail: konstantin.zerulla@email.de

Department of Mathematics, Karlsruhe Institute of Technology, Englerstr. 2,
76131 Karlsruhe, Germany.
E-Mail:tobias.jahnke@kit.edu


	1. Introduction
	2. Analytical preliminaries
	2.1. Useful function spaces and an extension result
	2.2. Analytical framework for the Maxwell equations

	3. Analysis of an elliptic transmission problem
	3.1. Introduction of a two-dimensional Laplacian with transmission conditions
	3.2. A one-dimensional eigenvalue problem
	3.3. Analysis of a two-dimensional Laplacian with transmission conditions

	4. Inhomogeneous elliptic transmission problems
	5. Regularity analysis for the Maxwell system
	5.1. A first regularity statement
	5.2. Analysis of the electric field component
	5.3. Study of the magnetic field component
	5.4. Conclusion of the regularity statement for the Maxwell system

	6. Error analysis for an ADI scheme
	6.1. Preliminary analysis of a Peaceman-Rachford ADI scheme
	6.2. Bound for a critical error term
	6.3. Conclusion of the error bound

	7. Numerical example
	References

