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Abstract

Computing effective eigenvalues for neutron transport often requires a fine numerical resolution. The main
challenge of such computations is the high memory effort of classical solvers, which limits the accuracy of
chosen discretizations. In this work, we derive a method for the computation of effective eigenvalues when
the underlying solution has a low-rank structure. This is accomplished by utilizing dynamical low-rank
approximation (DLRA), which is an efficient strategy to derive time evolution equations for low-rank solution
representations. The main idea is to interpret the iterates of the classical inverse power iteration as pseudo-
time steps and apply the DLRA concepts in this framework. In our numerical experiment, we demonstrate
that our method significantly reduces memory requirements while achieving the desired accuracy. Analytic
investigations show that the proposed iteration scheme inherits the convergence speed of the inverse power
iteration, at least for a simplified setting.

Keywords: Dynamical low-rank approximation, kinetic equations, neutron transport, unconventional
integrator

Introduction

In analyzing nuclear systems the eigenvalue problem that describes the behavior of a neutron-induced fis-
sion chain reaction known as the k-eigenvalue problem is of fundamental importance. The magnitude of
the dominant eigenvalue indicates whether the fission chain reaction will 1) ultimately diverge, 2) reach a
constant, non-zero steady state, or 3) decay to zero. These cases are known as supercritical, critical, or
subcritical systems, respectively.
Given that the dominant (i.e., maximal) eigenvalue determines the character of the system, the inverse power
iteration method (and its variations) is the most commonly applied method. In this method the neutron
transport operator is repeatedly applied to an initial guess of the eigenvector in a similar manner to solving
a steady-state problem where the righthand side changes with each iteration [26].
There are a variety of mathematical models for the transport of neutrons including Monte Carlo [25], discrete
ordinates (SN ) [22], spherical harmonics (PN ) [1], and simplified PN methods [27]. The workhorse model for
nuclear systems is the multigroup diffusion method [34] where the neutron energies are discretized into finite
energy ranges known as groups, and an elliptic, diffusion operator is used to approximate the migration of
neutrons. Such a model will require storage of a solution that has a size that is the product of the energy and
spatial degrees of freedom. When dealing with a highly heterogeneous system such as a nuclear reactor, the
number of spatial degrees of freedom can be enormous [35], and to correctly approximate the reaction rates
the number energy degrees of freedom can easily reach several hundred [14]. For this reason, many problems
are approximated by coarsened descriptions in space and energy to enable exploration of design space in
engineering applications. These coarse problem descriptions can be accurate for systems that have either
historical data to calibrate to or where past high-fidelity calculations can be used to inform discretizations.
Nevertheless, the promise of small modular nuclear systems, interplanetary exploration scale reactors, and
other emerging technologies may not be able to rely on these techniques.
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To enable high-fidelity calculations we seek numerical techniques that have reduced memory and computa-
tional costs. An efficient method with low memory requirements for time-dependent problems is dynamical
low-rank approximation (DLRA). This method has been introduced for matrix-valued solutions in [16] and
an extension to tensors is given in [17]. Its main idea is to represent and evolve the solution on a manifold
of rank r functions. DLRA yields evolution equations for the individual factors of the solution [16], which
can be solved numerically with standard methods. Robust integrators for these equations are the matrix
projector-splitting integrator [23] and the unconventional integrator [3]. The original use of dynamical low-
rank approximation focuses on matrix ordinary differential equations. Note that partial differential equations
can be brought into such a form by performing a discretization of the phase-space except for time. In [7],
the derivation of DLRA has been extended to function spaces, i.e., the evolution equations can be derived
before discretizing the problem. This approach does not only provide the ability to derive stable discretiza-
tions [19], but in the radiation transfer context allows an efficient implementation of scattering [19, 20].
Problems in which dynamical low-rank is successfully applied to reduce memory and computational costs
are, e.g., kinetic theory [7, 8, 31, 30, 9, 5, 6, 13, 20] as well as uncertainty quantification [10, 28, 29, 33, 18].
Furthermore, DLRA allows for adaptive model refinement [4, 2, 32], where the main idea is to pick the rank
of the solution representation adaptively. Recently, an approach to employ DLRA for computing rightmost
eigenpairs has been proposed in [12].
In this work, we combine dynamical low-rank approximation and the neutron diffusion equations to obtain
an inverse power iteration scheme with low memory requirements. For this, we treat the updates of the
power iteration as pseudo-timesteps. DLRA is then applied to the iteration scheme. I.e., the solution is
represented as a product of rank r matrices and the resulting DLRA update equations yield an iteration
scheme of each matrix. The memory requirement of the solution representation reduces from Nx×G, where
Nx is the number of spatial cells and G is the number of energy groups to Nx× r+G× r, where r � Nx, G.
This paper is structured as follows: After the introduction, we provide an overview over the used concepts
in Section 1: Section 1.1 presents a discretization of the full k-eigenvalue problem for matrix solutions
φ ∈ RNx×G. Section 1.2 shortly reviews important concepts of dynamical low-rank approximation used in
this work. In Section 2 we employ dynamical low-rank approximation to derive a memory efficient iteration
scheme for the k-eigenvalue problem. Section 3 gives a convergence proof for the scheme in a simplified
setting. Numerical results are presented in Section 4 before concluding with Section 5.

1. Background

In the following, we give a short overview of the concepts employed in this work. Furthermore, we use
this section to write the energy-dependent neutron diffusion equation in a compact matrix notation, which
simplifies the derivation of DLRA evolution equations.

1.1. k-eigenvalue computation

Our main goal is to determine the maximum eigenvalue keff as well as its corresponding eigenfunction φ of
the neutron transport k-eigenvalue problem. The corresponding multigroup approximation reads

−∇ ·Dg(r)∇φg(r) + Σt,g(r)φg(r) =
χg
keff

∑
g′

νΣf,g′(r)φg′(r) +
∑
g′

Σs,g′,g(r)φg(r), (1)

where r ∈ Ω ⊂ Rd is the spatial domain, Σt,g(r) is the total cross section of energy group g at spatial
position r, Σf,g(r) is the fission cross-section and Σs,g′,g(r) is the scattering cross section between groups
g and g′. Furthermore, ν is the mean number of particles produced per fission event and χg is the fission
neutron distribution function for group g. We are interested in computing φg(r) which is the integral of the
scalar flux over the energy range of group g at position r corresponding to the maximal eigenvalue keff . For
sake of readability, we omit boundary conditions and state them whenever needed.
In the following, our aim is to state a numerical discretization of (1), which treats the scalar flux at given
spatial points as a matrix. That is, for a spatial grid r1, · · · , rNx

and energy groups g ∈ {1, · · · , G} we
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have φ = (φjg)
Nx,G
j,g=1, where φjg = φg(xj). Such a formulation enables the use of dynamical low-rank

approximation to reduce memory requirements. First, the different material coefficients can be written as

Dg(r) =

Nm∑
`=1

ρ`(r)D
(`)
g , (2)

where Nm is the number of materials and D
(`)
g is the diffusion coefficient (or any other material coefficient)

for material ` and energy group g. The functions ρ`(r) denote densities of material `. When evaluating Dg

at cell interfaces rj+1/2 = (rj + rj+1)/2, one needs to approximate the the material coefficient though its
harmonic mean, i.e.,

Dg(rj+1/2) =: Dg,j+1/2 = 2
Dg,jDg,j+1

Dg,j +Dg,j+1
= 2

∑
`,k ρ

(`)
j D

(`)
g ρ

(k)
j+1D

(k)
g∑

`(ρ
(`)
j + ρ

(`)
j+1)D

(`)
g

.

Noting that only two terms in the sums can be non-zero, we get

Dg,j+1/2 =

Nm∑
`,k=1

ρ
(`)
j ρ

(k)
j+1

(
ρ

(`)
j + ρ

(k)
j+1

) D
(`)
g D

(k)
g

D
(`)
g +D

(k)
g

. (3)

The diffusion operator in one dimension is discretized through

∇ ·Dg(r)∇φg(r)
∣∣∣
r=rj

≈ (D(g)φg)j

where φg ∈ RNx collects the scalar flux at all spatial cells. The matrix D(g) ∈ RNx×Nx has values

Dj,j±1(g) = ± 1

∆r · Vj
Dg,j±1/2Sj±1/2,

Dj,j(g) = − 1

∆r · Vj
[
Dg,j+1/2Sj+1/2 +Dg,j−1/2Sj−1/2

]
,

where ∆r is the size of each radial element. The surface area between cell j and j±1 is denoted by Sj±1/2 and
the area of cell j is denoted by Vj . The choice of these terms defines the spatial geometry. In our numerical
experiments, we look at spherical domains, where we have Vj = 4π

3 (r3
i+1/2 − r

3
i−1/2) and Sj±1/2 = 4πr2

i±1/2.

Using (3) in the above definition of D(g), lets us write D(g)φg as

D(g)φg =

Nm∑
`,k=1

D
(`)
g D

(k)
g

D
(`)
g +D

(k)
g

D(`,k)φg,

where we use

D
(`,k)
j,j±1 = ±

ρ
(`)
j ρ

(k)
j±1

∆r · Vj
(ρ`(rj) + ρk(rj±1))Sj±1/2,

D
(`,k)
j,j = − 1

∆r · Vj

[
ρ

(`)
j ρ

(k)
j+1

(
ρ

(`)
j + ρ

(k)
j+1

)
Sj+1/2 + ρ

(`)
j ρ

(k)
j−1

(
ρ

(`)
j + ρ

(k)
j−1

)
Sj−1/2

]
.
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Let us further use the diagonal matrix ρ(`) ∈ RNx×Nx with entries ρ
(`)
jj = ρ`(rj) to write

χgν

k

∑
g′

Σf,g′(r)φg′(r) =
χgν

k

∑
g′,`

ρ`(rj)Σ
(`)
f,g′φg′(rj) =

χgν

k

∑
g′,`

Σ
(`)
f,g′ρ

(`)φg′ ,∑
g′

Σs,g′,g(rj)φg(rj) =
∑
g′,`

ρ`(rj)Σ
(`)
s,g′,gφg(r) =

∑
g′,`

Σ
(`)
s,g′,gρ

(`)φg′ .

Then, for a given group g, the diffusion equation reads

−
Nm∑
`,k=1

D
(`)
g D

(k)
g

D
(`)
g +D

(k)
g

D(`,k)φg +

Nm∑
`=1

Σ
(`)
t,gρ

(`)φg =
χgν

keff

∑
g′,`

Σ
(`)
f,g′ρ

(`)φg′ +
∑
g′,`

Σ
(`)
s,g′,gρ

(`)φg′ .

We can write this term as a bigger system for φ ∈ RNx×G. For this, we define Σ̃
(`)
f =

(
χgνΣ

(`)
f,g′

)G
g,g′=1

and

the diagonal matrices M (`,k) ∈ RG×G with entries M
(`,k)
gg = D

(`,k)
g as well as Σ

(`)
t ∈ RG×G with Σ

(`)
t,gg = Σ

(`)
t,g.

Then we have

−
∑
`,k

D(`,k)φM (`,k) +
∑
`

ρ(`)φΣ
(`)
t =

1

keff

∑
`

ρ(`)φΣ̃
(`)
f +

∑
`

ρ(`)φΣ(`)
s .

We solve the above equation for φ and keff with an inverse power iteration. For this, an iteration index is
assigned to φ and an update of the scalar flux is given by

−
∑
`,k

D(`,k)φ̃n+1M (`,k) +
∑
`

ρ(`)φ̃n+1
(
Σ

(`)
t −Σ(`)

s

)
=
∑
`

ρ(`)φnΣ̃
(`)
f . (4)

The iteration method to determine the eigenvalue k then reads

1. Start with initial guess φ0
g with g = 1, · · · , G.

2. Compute φ̃n+1 from (4).

3. Set kn+1 = ‖φ̃n+1‖ and φn+1 = φ̃n+1/kn+1

4. If |kn+1 − kn| ≤ ε stop, else set n← n+ 1 and repeat from step 2.

Note that the chosen norm ‖ · ‖ denotes the Frobenius norm.

1.2. Dynamical low-rank approximation

In the following, the dynamical low-rank approximation [16] will be reviewed. We will employ this method
to derive a memory efficient iteration scheme. DLRA is commonly derived for time dependent problems of
the form

u̇(t) = F(u(t)), (5)

where u ∈ RN×M and F : RN×M → RN×M . To reduce computational complexity as well as memory
requirements, DLRA represents and evolves the solution to (5) on a manifold of rank r functions. In our
case, the solution is represented by an SVD-like decomposition of the form

u(t) ≈ X(t)S(t)W(t)T , (6)

where X ∈ RN×r and W ∈ RM×r can be interpreted as basis matrices with orthogonal columns and
S ∈ Rr×r is a (not necessarily diagonal) coefficient matrix. We denote the set of matrices of the form (6),
i.e., the set of rank r matrices, asMr. In order to derive evolution equations for the two basis matrices and
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their corresponding coefficient matrix, we wish to find ur ∈Mr which fulfills

u̇r(t) ∈ Tur(t)Mr such that ‖u̇r(t)− F(u(t))‖ = min. (7)

Here, Tur(t)Mr denotes the tangent space ofMr at ur(t). Then, following [16, Proposition 2.1], the condition
(7) leads to update equations

Ṡ =XTF(u(t))W , (8a)

Ẋ =(I −XXT )F(u(t))WS−1, (8b)

Ẇ =(I −WW T )F(u(t))TXS−T . (8c)

Due to the inverse coefficient matrix on the right-hand side of the above equations, this formulation is
not robust under small eigenvalues. Robust integrators for the low-rank factors are the projector-splitting
integrator [23] as well as the unconventional integrator [3]. In this work, we make use of the latter, however
a derivation for the projector-splitting integrator is possible as well. The unconventional integrator updates
the solution from time t0 to t1 via

1. K-step: Update X0 to X1 via

K̇(t) = F(K(t)W0,T )W0, K(t0) = X0S0. (9)

Determine X1 with K(t1) = X1R and store M = X1,TX0.

2. L-step: Update W0 to W1 via

L̇(t) = X0,TF(X0L(t)), L(t0) = S0W0,T . (10)

Determine W1 with L1 = W1R̃ and store N = W1,TW0.

3. S-step: Update S0 to S1 via

Ṡ(t) = X1,TF(X1S(t)W1,T )W1, S(t0) = MS0NT (11)

and set S1 = S(t1).

The updated solution is then given as u(t1) = X(t1)S(t1)W (t1)T . When using a forward Euler time
discretization we obtain the equations

Kn+1 = Kn + ∆tF(KnWn,T )Wn, Kn = XnSn, (12a)

Ln+1 = Ln + ∆tXn,TF(XnLn), Ln = SnWn,T , (12b)

Sn+1 = Sn + ∆tXn+1,TF(Xn+1Xn+1,TXnSnWn,TWn+1Wn+1,T )Wn+1. (12c)

In the following, we use the above scheme to define a low-rank inverse power iteration for the k-eigenvalue
problem.

2. Dynamical low-rank approximation for the inverse power iteration

2.1. Iteration equations for low-rank factors

In the following, we derive the DLRA evolution equations of the unconventional integrator. The equations
of the matrix projector-splitting integrator take a similar form. Let us choose a rank r representation for
φn, which reads φn ≈ XnSnW n. Here, Xn ∈ RNx×r, Sn ∈ Rr×r and W n ∈ RG×r. The main idea
of our derivation is to interpret the iteration index n as a pseudo-time, i.e., we can use (12) to define an
iteration on the factoring matrices. Let us first plug the rank r representation into (4). Furthermore, we
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define Σ(`) := Σ
(`)
t −Σ

(`)
s . Then we have

−
∑
`,k

D(`,k)φ̃n+1M (`,k) +
∑
`

ρ(`)φ̃n+1Σ(`) =
∑
`

ρ(`)XnSnW n,T Σ̃
(`)
f . (13)

This form simplifies the presentation of the following K, L and S-step derivations:
K-step: We define Kn = XnSn, set φ̃n+1 = Kn+1W n,T and multiply (13) with W n from the right. Then,
we have

−
∑
`,k

D(`,k)Kn+1W n,TM (`,k)W n +
∑
`

ρ(`)Kn+1W n,TΣ(`)W n =
∑
`

ρ(`)KnW n,T Σ̃
(`)
f W

n.

The terms

Σ̂
(`)
f,n = W n,T Σ̃

(`)
f W

n, M̂ (`,k)
n = W n,TM (`,k)W n, Σ̂(`)

n = W n,TΣ(`)W n

can be computed in O(r2 ·G2) operations. With the above definitions, the K-step reads

−
∑
`,k

D(`,k)Kn+1M̂ (`,k)
n +

∑
`

ρ(`)Kn+1Σ̂(`)
n =

∑
`

ρ(`)KnΣ̂
(`)
f,n. (14)

L-step: We define Ln = SnW n,T , set φ̃n+1 = XnLn+1 and multiply (13) with Xn,T from the left. Then,
we get

−
∑
`,k

Xn,TD(`,k)XnLn+1M (`,k) +
∑
`

Xn,Tρ(`)XnLn+1Σ(`) =
∑
`

Xn,Tρ(`)XnLnΣ̃
(`)
f .

The terms

ρ̂(`)
n = Xn,Tρ(`)Xn, D̂(`,k)

n = Xn,TD(`,k)Xn

can be computed in O(r2 ·N2
x) operations. With the above definitions, the L-step reads

−
∑
`,k

D̂(`,k)
n Ln+1M (`,k) +

∑
`

ρ̂(`)
n L

n+1Σ(`) =
∑
`

ρ̂(`)LnΣ̃
(`)
f . (15)

S-step: We define S = Xn+1,TXnSnW n,TW n+1, set φ̃n+1 = Xn+1Sn+1W n+1,T and multiply (13) with
Xn+1,T from the left and W n+1 from the right. Then, we get

−
∑
`,k

Xn+1,TD(`,k)Xn+1Sn+1W n+1,TM (`,k)W n+1

+
∑
`

Xn+1,Tρ(`)Xn+1Sn+1W n+1,TΣ(`)W n+1 =
∑
`

Xn+1,Tρ(`)Xn+1SW n+1,T Σ̃
(`)
f W

n+1.

Let us reuse our above definitions, but evaluate them at iteration n+ 1 instead of n. Then, the S-step reads

−
∑
`

D̂
(`)
n+1S

n+1M̂
(`)
n+1 +

∑
`

ρ̂
(`)
n+1S

n+1Σ̂
(`)
n+1 =

∑
`

ρ̂
(`)
n+1SΣ̂

(`)
f,n+1. (16)

2.2. Inversions

In the presented method, we frequently need to solve systems of the form

−
∑
`

A(`)xB(`) +
∑
`

C(`)xD(`) = y.
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Let us assume general dimensions N and M . Then A(`),C(`) ∈ RN×N , B(`),D(`) ∈ RM×M , and we wish
to determine x ∈ RN×M for a right-hand-side y ∈ RN×M . Written in index notation, we obtain

−
∑
`

∑
j,α

A
(`)
ij xjαB

(`)
αβ +

∑
`

∑
j,α

C
(`)
ij xjαD

(`)
αβ = yiβ .

Let us rearrange this to a matrix-vector product:∑
j,α

∑
`

(
−A(`)

ij B
(`)
αβ + C

(`)
ij D

(`)
αβ

)
x̃α+(j−1)r = ỹβ+(i−1)r,

where x̃, ỹ ∈ RN ·M are the matrices x and y rearranged to vectors. Hence, we can define the matrix
E ∈ RN ·M×N ·M with entries

Eβ+(i−1)r,α+(j−1)r =
∑
`

(
−A(`)

ij B
(`)
αβ + C

(`)
ij D

(`)
αβ

)
and then solve the linear system Ex̃ = ỹ. Note that for the K-step (14), we have N = Nx and M = r.
The L-step (15) has N = G and M = r and the S-step (18) has dimensions N = M = r. Opposed to
the original problem, which inverts a matrix E ∈ RNx·G×Nx·G, we now need to invert three significantly
smaller subproblems (assuming r � max{Nx, G}). It should be noted that many implementations of the
multigroup diffusion equations solve the equations on a group-by-group iteration based on the Gauss-Seidel
method. These methods require the storage of a matrix of dimensions Nx ×Nx and a storage of a solution
vector of size Nx ·G. Nevertheless, our implementation is able to avoid the building of matrices at each step
and because it is not necessarily matrix free, it could utilize a wider variety of preconditioning strategies.

2.3. Algorithm

The full algorithm takes the following form:

1. K-step: Update Xn to Xn+1 via

−
∑
`,k

D(`,k)Kn+1M̂ (`,k)
n +

∑
`

ρ(`)Kn+1Σ̂(`)
n =

∑
`

ρ(`)KnΣ̂
(`)
f,n.

Determine Xn+1 with Kn+1 = Xn+1R and store Nx = Xn+1,TXn.

2. L-step: Update Wn to Wn+1 via

−
∑
`,k

D̂(`,k)
n Ln+1M (`,k) +

∑
`

ρ̂(`)
n L

n+1Σ(`) =
∑
`

ρ̂(`)LnΣ̃
(`)
f .

Determine Wn+1 with Ln+1 = Wn+1R̃ and store NE = Wn+1,TWn.

3. S-step: Update Sn to Sn+1 via

−
∑
`

D̂
(`,k)
n+1 S̃

n+1M̂
(`,k)
n+1 +

∑
`

ρ̂
(`)
n+1S̃

n+1Σ̂
(`)
n+1 =

∑
`

ρ̂
(`)
n+1SΣ̂

(`)
f,n+1. (17)

with S = NxS
nNT

E . Set kn+1 = ‖S̃n+1‖ and Sn+1 = S̃n+1/kn+1.

4. If |kn+1 − kn| ≤ ε stop, else set n← n+ 1 and repeat.

An extension of this algorithm to rank adaptivity according to [2] is straight forward. We state the rank
adaptive algorithm here, even though our numerical computations have all been done with the fixed rank
integrator.
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1. K-step: Update Xn ∈ RNx×rn to Xn+1 ∈ RNx×2rn via

−
∑
`,k

D(`,k)Kn+1M̂ (`,k)
n +

∑
`

ρ(`)Kn+1Σ̂(`)
n =

∑
`

ρ(`)KnΣ̂
(`)
f,n.

Determine Xn+1 with [Kn+1,Xn] = Xn+1R and store Nx = Xn+1,TXn ∈ R2rn×rn .

2. L-step: Update Wn ∈ RG×rn to Wn+1 ∈ RG×2rn via

−
∑
`,k

D̂(`,k)
n Ln+1M (`,k) +

∑
`

ρ̂(`)
n L

n+1Σ(`) =
∑
`

ρ̂(`)LnΣ̃
(`)
f .

Determine Wn+1 with [Ln+1,Wn] = Wn+1R̃ and store NE = Wn+1,TWn ∈ R2rn×rn .

3. S-step: Update Sn ∈ Rrn×rn to Ŝn+1 ∈ R2rn×2rn via

−
∑
`,k

D̂
(`,k)
n+1 Ŝ

n+1M̂
(`,k)
n+1 +

∑
`

ρ̂
(`)
n+1S̃

n+1Σ̂
(`)
n+1 =

∑
`

ρ̂
(`)
n+1SΣ̂

(`)
f,n+1. (18)

with S = NxS
nNT

E ∈ R2rn×2rn .

4. Truncation: Determine the SVD Ŝn+1 = P̂ Σ̂Q̂> where Σ̂ = diag(σj). For a given tolerance ϑ, choose
the new rank rn+1 ≤ 2rn such that ( 2r∑

j=rn+1+1

σ2
j

)1/2

≤ ϑ.

Compute the new factors for the approximation of φn+1 as follows: Let S1 be the r1 × r1 diagonal
matrix with the r1 largest singular values and let P1 ∈ R2r×r1 and Q1 ∈ R2r×r1 contain the first r1

columns of P̂ and Q̂, respectively. Finally, set U1 = ÛP1 ∈ Rm×r1 and V1 = V̂ Q1 ∈ Rn×r1 .

5. Set kn+1 = ‖S̃n+1‖ and Sn+1 = S̃n+1/kn+1. If |kn+1 − kn| ≤ ε stop, else set n← n+ 1 and repeat.

3. Convergence in a simplified setting

Let us remark the following properties of the presented iteration method: If the iteration converges to a
so-called steady state, the error of the maximal eigenvalue depends on the low-rank structure of the steady
state solution. I.e., the accuracy of method depends on the low-rank structure of the full problem. To
investigate convergence, we investigate a simplified setting for the power iteration. Assume that we wish to
determine λ such that AφB = λCφD, i.e.,

φ = λA−1CφDB−1. (19)

Then, the power iteration for the full problem becomes

φn+1 =
A−1CφnDB−1

‖A−1CφnDB−1‖
=

ĈφnD̂

‖ĈφnD̂‖

where Ĉ := A−1C and D̂ := DB−1. Let us assume that Ĉ = V ΛV −1 and D̂ = U−1ΣU . In this case,
our maximal eigenvalue is of rank 1, namely v1u

T
1 . Then, we write our initial iterate as

φ0
jg =

∑
`,k

Vj`α`kUkg

8



or in terms of matrices φn = V αnU . Plugging this into the iteration scheme yields

φ1 =
V ΛV −1φ0U−1ΣU

‖V ΛV −1φ0W−1ΣU‖
=

V ΛαΣU

‖V ΛαΣU‖

Applying this multiple times gives

φn+1 =
V ΛnαΣnU

‖V ΛnαΣnU‖

Let us collect columns of V and U in vectors vi and ui. Furthermore, let us define µij =
λiσj

λ1σ1
. Then, we

can rewrite the above expression as

φn+1 =

∑
i,j λ

n
i σ

n
j αijviu

T
j

‖
∑
i,j λ

n
i σ

n
j αijviu

T
j ‖

=
λn1σ

n
1

|λn1σn1 |

∑
i,j µ

n
ijαijviu

T
j

‖
∑
i,j µ

n
ijαijviu

T
j ‖
.

Since limn→∞ µnij = δi1δj1, we have that limn→∞ φ(n+1) = v1u
T
1 . Hence

lim
n→∞

kn = ‖A−1CφnDB−1‖ = λ1σ1.

Now we come to the dynamical low-rank algorithm. Here we need to assume that the directions v1 and u1

lie in the initial basis matrices. Let us take a closer look at what this means for the spatial basis. For this,
we collect the i-th column of X in the vector Xi. We say that v1 is contained in X if for any i ∈ {1, · · · , r}
we have a representation Xi =

∑Nx

j=1 Tijvj with Ti = (Tij)
Nx
j=1 ∈ RNx and Ti1 6= 0. Hence, for v1 being

contained in X we do not require vi to be spanned by the r columns of X, we only require that vi lies in
the representation of any column. Throughout the proof, we assume the following

Remark 1. We assume that the eigenvectors ui and vi have unit norm. Furthermore, it is assumed that
A−1C as well as DB−1 exist and have full rank.

Moreover, we employ the following notation:

Remark 2. The Frobenius norm is denoted by ‖ · ‖, whereas the spectral norm is denoted by ‖ · ‖2. Recall
that for matrices Y and Z we have ‖Y Z‖ ≤ ‖Y ‖2 · ‖Z‖ ≤ ‖Y ‖ · ‖Z‖.

Let us start with with a look at the K-step

Lemma 3.1. Assume that we have a problem of the form (19) and there exist Nx linear independent eigen-
vectors vj of A−1C. If the direction v1 of the maximal eigenvalue λ1 is contained in any column of X0,
then there exists an i ≤ r such that

‖Xn
i − v1‖ ≤ C · |λ2/λ1|n,

i.e., the eigenvector v1 lies in the column range of Xn for n→∞. Furthermore, for j 6= i, we have

|vT1 Xn
j | ≤ C · |λ2/λ1|n, |eT1 T nj | ≤ C̃ · |λ2/λ1|n. (20)

Proof. Our derivation of the K-step yields

AKn+1W n,TBW n = CKnW n,TDW n,

where superscripts again denote the iteration step. Let us define B̃n := W n,TBW n and D̃n := W n,TDW n.
Furthermore, we write Xn = V T n, where T n ∈ RNx×r. Then with Kn+1 = Xn+1S̃ we have

Xn+1S̃ = A−1CKnD̃n(B̃n)−1 = ĈXnSnD̃n(B̃n)−1 = V ΛT nSnD̃n(B̃n)−1.
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Let us define the diagonal matrix Λc := diag(1, λ2/λ1, · · · , λNx/λ1), which gives

Xn+1S̃ = V ΛcT
nSnD̃n(B̃n)−1 · λ1.

From the S-step as well as Remark 1, we know that SnD̃n(B̃n)−1 is of rank r for all n. Hence, the column
range of Xn+1, which we denote by range(Xn+1) is

range(Xn+1) = range(V ΛcT
n) = range(V ΛcV

−1V T n) = range(V ΛcV
−1Xn) = range(V Λn+1

c T 0).

Therefore, there exist r coefficient vectors αi ∈ RNx such that with the normalization factor γi,n :=
‖V Λn

cαi‖ we have Xn+1
i = 1

γi,n
V Λn+1

c αi. Note that

∣∣γi,n − |α1i|
∣∣ ≤ (Nx∑

`=2

(
λ`
λ1

)2n

α2
`i

)1/2

. (21)

Hence, when assuming α1i > 0, we have

‖Xn
i − v1‖2 =

1

γ2
i,n

‖V (Λn
cαi − e1γi,n)‖2 ≤ ‖V ‖

2
2

γ2
i,n

‖Λn
cαi − e1γi,n‖2

=
‖V ‖22
γ2
i,n

(
(α1i − γi,n)2 +

Nx∑
`=2

(
λ`
λ1

)2n

α2
`i

)
≤ C|λ2/λ1|n.

For α1i ≤ 0 we have that ‖Xn
i − (−v1)‖ ≤ C|λ2/λ1|n. Hence, Xn

i converges to ±v1 and the eigenvector v1

lies in the range of Xn for n→∞. For j 6= i, we have

|vT1 Xn
j | = |(v1 −Xn

i )TXn
j | ≤ ‖v1 −Xn

i ‖ · ‖Xn
j ‖ ≤ C · |λ2/λ1|n.

Furthermore, since we assume that eigenvectors are linearly independent, we have

|eT1 T nj | = |(e1 − T ni )TT nj | ≤ ‖V −1V (e1 − T ni )‖ · ‖T nj ‖ ≤
C

‖V −1‖2
· |λ2/λ1|n.

Remark 3. The same holds true for W n: If W 0 contains u1, this direction lies in the range of W n for
n→∞. The proof is straightforward and simply applies the above derivation to the L-step.

Now, we know that in the limit, the eigenvectors v1 and u1 form one of the columns ofX andW , respectively.
If we have Xi = v1 and W` = u1 it remains to show that Snjk → δjiδk`, such that φn → λ1v1u

T
1 σ1 as

n→∞. For this, we need to take a closer look at the S-step, which reads

Xn+1,TAXn+1S̃n+1W n+1,TBW n+1 = Xn+1,TCXn+1MSnNTW n+1,TDW n+1

Therefore,

S̃n+1 = (Ãn+1)−1C̃n+1MSnNT D̃n+1(B̃n+1)−1.

Let us represent our basis in space and energy as Xn = V T nx and W n = UT ne . Then, the S-step can be
rewritten in the following way:

10



Lemma 3.2. With ∆(x) := I − TxT Tx ∈ RNx×Nx and ∆(e) := I − TeT Te ∈ RG×G, let us define

E(n+1)
x :=(Ãn+1)−1Xn+1,TAV∆(x)ΛcT

n+1
x ,

E(n+1)
e :=T n+1,T

e Σc∆
(e)UTBW n+1(B̃n+1)−1.

Then, the S-step takes the form

S̃n+1 = λ1σ1

(
T n+1,T
x ΛcT

n+1
x + E(n+1)

x

)
MSnNT

(
E(n+1)
e + T n+1,T

e ΣcT
n+1
e

)
. (22)

Proof. Let us show the derivation for the spatial part only and drop the x index in the following. We know
that A−1CV = V Λ, hence CV = AV Λ. Then, the matrix C̃ becomes

C̃n+1 = Xn+1,TCXn+1 = T n+1,TV TCV T n+1 = T n+1,TV TAV ΛT n+1.

Let ∆ := I − T n+1T n+1,T ∈ RNx×Nx . Then, with I = T n+1T n+1,T + ∆ we have

C̃n+1 =T n+1,TV TAV (T n+1T n+1,T + ∆)ΛT n+1

=Ãn+1T n+1,TΛT n+1 + T n+1,TV TAV∆ΛT n+1.

Therefore,

(Ãn+1)−1C̃n+1 = T n+1,TΛT n+1 + (Ãn+1)−1Xn+1,TAV∆ΛT n+1

= λ1

(
T n+1,TΛcT

n+1 + (Ãn+1)−1Xn+1,TAV∆ΛcT
n+1
)

=: λ1

(
T n+1,TΛcT

n+1 + E(n+1)
x

)
. (23)

The energy parts can be derived analogously, which yields the S-step (22).

Now we have all building block to show convergence:

Theorem 3.3. The inverse DLRA power iteration scheme as proposed in Section 2 converges for a problem
of the form (19) to the eigenvector corresponding to the maximal eigenvalue λ1σ1. Moreover, we have

|‖φn‖ − λ1σ1| ≤ C1

(
λ2

λ1

)n
+ C2

(
σ2

σ1

)n
.

Proof. Let us investigate the spatial part of the S-step (22), namely (23) and again conclude the terms for
the energy part. We start by defining Pi := eie

T
i and P⊥i := I − eieTi . The idea of this proof is to show

that P⊥i S and S(P⊥` )T → 0 as n→∞. Let us start by noting that

P⊥i T
n+1,TΛcT

n+1MSn = P⊥i T
n+1,T (P1 + P⊥1 )Λc(P1 + P⊥1 )T n+1(Pi + P⊥i )MSn. (24)

With (20), we have ‖P⊥i T n+1,TP1‖ ≤ C(λ2/λ1)n+1 and ‖P⊥1 T n+1Pi‖ ≤ C(λ2/λ1)n+1, hence

‖P⊥i T n+1,TP1ΛcT
n+1MSn‖ ≤ C̃(λ2/λ1)n+1,

‖T n+1,TΛcP
⊥
1 T

n+1PiMSn‖ ≤ C̃(λ2/λ1)n+1.

Together with P⊥1 ΛcP1 = 0, (24) becomes

‖P⊥i T n+1,TΛcT
n+1MSn‖ ≤ ‖P⊥i T n+1,TP⊥1 ΛcP

⊥
1 T

n+1P⊥i MSn‖+ C(λ2/λ1)n+1.
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Let us observe that

‖P⊥i MPi‖ =‖P⊥i T n+1,TV TV T nPi‖
=‖P⊥i T n+1,T (V (P1 + P⊥1 ))TV (P1 + P⊥1 )T nPi‖
≤‖P⊥i T n+1,T (V P⊥1 )TV P1T

nPi‖+ C(λ2/λ1)n+1 = C(λ2/λ1)n+1,

where in the last step we used (V P⊥1 )TV P1 = 0. Hence, with Λ0 := diag(0, λ2/λ1, · · · , λNx/λ1), we have

‖P⊥i T n+1,TΛcT
n+1MSn‖ ≤‖P⊥i T n+1,TP⊥1 ΛcP

⊥
1 T

n+1P⊥i MSn‖+ C(λ2/λ1)n+1

≤‖P⊥i T n+1,TP⊥1 ΛcP
⊥
1 T

n+1P⊥i MP⊥i S
n‖+ C(λ2/λ1)n+1

≤‖P⊥i T n+1,TΛ0T
n+1MP⊥i S

n‖+ C(λ2/λ1)n+1.

In the same manner we have with E(n+1)
x,0 := (Ãn+1)−1Xn+1,TAV∆Λ0T

n+1
x that

‖E(n+1)
x MSn‖ ≤ ‖E(n+1)

x,0 MP⊥i S
n‖+ C2(λ2/λ1)n+1.

∥∥∥P⊥i (T n+1,TΛcT
n+1 + E(n+1)

x

)
MSn

∥∥∥ ≤ ∥∥P⊥i (T n+1,TV TAV Λ0T
n+1
)
MP⊥i S

n
∥∥+ C(λ2/λ1)n+1.

All together, this gives the estimate

λ1

∥∥∥P⊥i (T n+1,TΛcT
n+1 + E(n+1)

x

)
MSn

∥∥∥
λ1

∥∥∥(T n+1,TΛcT n+1 + E(n+1)
x

)
MSn

∥∥∥
≤
‖P⊥i

(
T n+1,TΛ0T

n+1 + E(n+1)
x,0

)
MP⊥i S

n‖∥∥∥(T n+1,TΛcT n+1 + E(n+1)
x

)
MSn

∥∥∥ + C(λ2/λ1)n+1

≤Ĉ · ‖P⊥i Sn‖+ C(λ2/λ1)n+1.

Since by the normalization step of our scheme ‖Sn‖ = ‖Sn,−1‖ = 1, we have

Ĉ :=

∥∥∥P⊥i (T n+1,TΛ0T
n+1 + E(n+1)

x,0

)
MSnSn,−1

∥∥∥∥∥∥(T n+1,TΛcT n+1 + E(n+1)
x

)
MSn

∥∥∥ ≤
‖P⊥i ‖2

∥∥∥(T n+1,TΛ0T
n+1 + E(n+1)

x,0

)
MSn

∥∥∥ · ‖Sn,−1‖∥∥∥(T n+1,TΛcT n+1 + E(n+1)
x

)
MSn

∥∥∥
=

∥∥∥(T n+1,TΛ0T
n+1 + E(n+1)

x,0

)
MSn

∥∥∥∥∥∥(T n+1,TΛcT n+1 + E(n+1)
x

)
MSn

∥∥∥ ≤ λ2

λ1
.

Including the term NT D̃n+1(B̃n+1)−1 and utilizing the same arguments as above yields

‖P⊥i Sn+1(P⊥` )T ‖ ≤λ2σ2

λ1σ1
‖P⊥i Sn(P⊥` )T ‖+ C

(
λ2σ2

λ1σ1

)n+1

‖P⊥i Sn+1P T
` ‖ ≤

λ2

λ1
‖P⊥i SnP T

` ‖+ C

(
λ2

λ1

)n+1

‖PiSn+1(P⊥` )T ‖ ≤σ2

σ1
‖PiSn(P⊥` )T ‖+ C

(
σ2

σ1

)n+1
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Recursively, we get

‖P⊥i Sn(P⊥` )T ‖ ≤ c
(
λ2σ2

λ1σ1

)n
, ‖P⊥i SnP T

` ‖ ≤ c
(
λ2

λ1

)n
, ‖PiSn(P⊥` )T ‖ ≤ c

(
σ2

σ1

)n
.

Since ‖Sn‖ = ‖(Pi + P⊥i )Sn(P` + P⊥` )T ‖ = 1, we know that

∣∣‖PiSnP T
` ‖ − 1

∣∣ ≤ C0

(
λ2σ2

λ1σ1

)n
+ C1

(
λ2

λ1

)n
+ C2

(
σ2

σ1

)n
.

I.e., Snkj → δikδ`j and with Lemma 3.1 and Remark 3 we conclude the theorem.

4. Numerical Results

In the following, we investigate the proposed algorithm for different material and geometric settings. Results
will be compared against the full code framework [36]. Note that the memory requirements of this code
framework do not allow the computation of a finely resolved solution, which is why we show that the DLRA
approach converges to the same solution as the full problem for sufficiently large rank. The dynamical
low-rank code that has been used in this work can be found in [21]. Note that the material data used in this
work cannot be made publicly available. To compare against a finely resolved reference solution, a DLRA
solution with high rank will be used.

4.1. Stainless-steel reflected uranium sphere

The first problem we consider is the IEU-MET-FAST-005 criticality benchmark from the OECD/NEA suite
[11]. This problem has a sphere of 36% enriched uranium surrounded by a neutron reflector comprised of
stainless steel. The problem has an overall radius of 21.486 cm and the uranium sphere has a radius of
13.213 cm. The stainless steel is divided into shells with two different densities: one with radius 1.758 cm
and the other in the remainder of the total size.
The dynamical low-rank approximation of this setting is derived according to Section 2. A spatial discretiza-
tion with 400 spatial cells is chosen. The energy domain is represented by 87 energy groups. Figure 1 shows

Figure 1: Convergence of the effective eigenvalue for the uranium sphere testcase. As reference effective eigenvalue k∗eff for the
87 group problem, the converged solution of the full inverse power iteration is used. The number of spatial cells is Nx = 400.

the convergence of the effective eigenvalue for the full problem as well as the DLRA approximation. It is
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observed that the solutions for rank 20 and 25 show satisfactory convergence properties. Lower ranks result
in unsatisfactory approximations of the effective eigenvalue. Furthermore, it should be noted that the DLRA
method requires an increased number of iterations to reach a converged state.

(a) Basis function in radius (b) Basis functions in energy

(c) Singular values of the solution matrix

Figure 2: First five DLRA basis functions in (a) radius and (b) energy as well as (c) singular values for the uranium sphere
problem Nx = 400, G = 87 and rank r = 25.

From the resulting DLRA factorization, we can investigate the dynamics of the system. For this, we compute
an SVD decomposition of the coefficient matrix S = UΣV T and plot the vectors X̂i := XUi ∈ RNx as well
as Ŵi := WVi ∈ RG, where for sake of representation we only look at the first five basis functions. Basis
functions and the corresponding eigenvalues of the diagonal matrix Σ ∈ Rr×r are shown in Figure 2. The
basis functions encode both the spatial geometry as well as physical effects. First, the spatial basis captures
the change of the background material, especially the transition from uranium to stainless steel. Second, the
energy basis encodes the appearance of mostly high-energy particles. The corresponding eigenvalues decay
rather slowly as their index increases, which is an indicator for the effectiveness of the method only when
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the chosen rank is sufficiently high.

(a) Thermal, epithermal and fast neutrons (b) φ at fixed spatial positions.

Figure 3: Left: Thermal (E ∈ [0, 5]), epithermal (E ∈ (5, 0.5 · 106]) and fast (E ∈ (0.5 · 106,∞)) neutrons with a rank r = 5
approximation and Nx = 400, G = 87 as well as the full solution. Right: φ at fixed spatial positions computed with a rank 25
approximation.

In Figure 3 we look further at the properties of the solution. The spatial variation in the solution integrated
over different energy ranges is shown in Figure 6a. In this figure the fast energy range is all groups above 0.5
MeV, epithermal is above 5 eV up to 0.5 MeV, and everything at 5 eV and below is the thermal range. For
this problem we observe that the problem is dominated by fast neutrons, as is to be expected because the
stainless steel reflector does not moderate neutrons particularly well. To look at the shape of the solution
in energy, Figure 3a plots φ as a function of energy at different spatial points: one near the outer radius of
the sphere and one in the interior. Because φg in our solution is the integral over the group energy range,
in this and subsequent plots we display the average value φ(r, E) = φg(r)/∆Eg for E in group g where ∆Eg
is the width of group g. From Figure 3b we can see that there is a significant shift in the energy spectrum
at different spatial points in the system.

4.2. Light water reactor

In this problem we look at the solution for a problem of a homogenized light water reactor using the SHEM
361-group energy group structure [15]. The problem consists of this homogenized material in a sphere of
radius 79.06925 cm. We expect the solution to have more neutrons in the thermal energy range than the
previous problem. Furthermore, this problem has a large number of energy groups. From Figure 4a we see
that the eigenvalue keff converges within 1 pcm (1 percent-mille = 10−5) with a rank of 7 when compared to
a reference calculation with rank 25. For this problem, the memory requirements do not allow a computation
with the full solver and only DLRA results are available. This indicates the usefulness of the DLRA solver.
The reduced memory requirement of implementations is depicted in Figure 4b, where we observe that the
memory of the full method grows significantly faster then the DLRA method, therefore only allowing the
use of 100 spatial cells. Note that the full method sets up the full system matrix with N2

x · G2 entries. A
consecutive computation of submatrices for each energy group is possible and reduces memory requirements.
However, this approach results in significantly increased runtimes.
We also note that the number of iterations required is much larger for this problem. This indicates a large
dominance ratio, i.e., the ratio of the fundamental eigenvalue to the first harmonic., as would be expected
in a problem with a large spatial extent.
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(a) (b)

Figure 4: (a) Convergence of the effective eigenvalue for the light water reactor testcase. (b) Theoretical memory requirement
of the full algorithm (N2

x ·G2) vs. dynamical low-rank approximation (r2 ·N2
x + r2 ·G2) and corresponding error. As reference

effective eigenvalue k∗eff , the converged solution of the rank 25 DLRA method is used. The number of spatial cells for DLRA
is Nx = 400. The full method runs out of memory when using more than Nx = 100 cells.

The spatial and energy basis functions are plotted in Figure 5. The spatial basis indicates that the leading
mode peaks at the center of the problem and decays toward the boundary. The higher spatial basis functions
account for the fact that different energy groups will decay at different rates as the edge of the sphere is
approached. In this problem the energy basis is especially interesting because the fine group structure is
able to give details on many of the resonances in the energy spectrum. Additionally, we observe in Figure
5c that the singular values of the system decay more rapidly in the problem, reaching smaller than 10−13

by rank 25.
The spatial variation in the solution and the energy spectrum are plotted in Figure 6. In this figure we
observe that for this single material problem, the energy spectrum shape is approximately constant with a
magnitude that shifts upward as the center of the sphere is approached. We also observe that DLRA is able
to capture the energy self-shielding in the epithermal range as evidences by the characteristic dips in the
energy spectrum.

5. Conclusion

In this work, we presented a dynamical low-rank iteration to compute effective eigenvalues in criticality
problems. The method treats the iteration index as a pseudo-time and thereby allows deriving update
equations for the factorized scalar flux with the DLRA method. Consequently, the memory requirements
are decreased significantly, permitting the use of fine discretizations. Our numerical experiments show that
the method yields satisfactory approximations of effective eigenvalues for sufficiently high ranks. Physically
relevant characteristics are captured by chosen basis functions, which encode resonance regions and relevant
energy ranges.
In future work, we aim at investigating applying our techniques alongside different acceleration strategies for
power iteration, e.g., coarse-mesh finite difference or Anderson acceleration. Moreover, we aim at including
transport terms in the problem formulation. In this case, the solution becomes a tensor and we need employ
tensor integrators as presented in [3] or [24].
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(a) Basis function in radius (b) Basis functions in energy

(c) Singular values of the solution matrix

Figure 5: First five DLRA basis functions in (a) radius and (b) energy as well as (c) singular values for the light water reactor
problem Nx = 400, G = 361 and rank r = 25.
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(a) Nx = 400, G = 361 (b) φ at fixed spatial positions

Figure 6: Left: Thermal, epithermal and fast neutrons with a rank r = 25 approximation. Right: φ at fixed spatial positions.
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