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We introduce a space-time discretization for linear first-order hyperbolic evolution systems using
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well-posedness and convergence of the discrete system. Based on goal-oriented dual-weighted
error estimation an adaptive strategy is introduced. The full space-time linear system is solved
with a parallel multilevel preconditioner. Numerical experiments for acoustic and electro-magnetic
waves underline the efficiency of the overall adaptive solution process.
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1 Linear wave equations

We introduce several examples for wave equations. Starting with the simple homogeneous 1D
case, we then consider elastic waves in solids and fluid, and electro-magnetic waves in vacuum.
In all these cases, the physical setting results in first-order evolution systems. Here we only con-
sider configurations and applications with small energy so that linearized constitutive equations
describe the wave propagation sufficiently accurate.

A simple 1D wave The most simple equation describing a wave is given by

∂2
t ϕ(t, x) = c2∂2

xϕ(t, x) ,

where t ∈ (0, T ) is the time variable, t = 0 is the initial time, T > 0 is the final time, and x ∈ R is
the position on the real line. The displacement at time t and position x is denoted by ϕ(t, x), and
c > 0 is the wave speed.

For given initial displacement ϕ(0, ·) and velocity ∂tϕ(0, ·) the solution is explicitly given by
d’Alembert formula

ϕ(t, x) =
1

2

(
ϕ(0, x− ct) + ϕ(0, x+ ct) +

1

c

∫ x+ct

x−ct
∂tϕ(0, ξ) dξ

)
.

Now we consider solutions in the bounded interval Ω = (0, π) with Dirichlet boundary conditions
ϕ(t, 0) = ϕ(t, π) = 0 corresponding to fixed homogeneous displacements on ∂Ω. The solution
can be expanded into eigenmodes of the operator Aϕ = −∂2

xϕ in the domain D(A) = H1
0(Ω), so

that we obtain

ϕ(t, x) =

∞∑
k=1

(
αk cos(ckt) + βk sin(ckt)

)
sin(kx) ,

where the coefficients are determined by the initial displacement ϕ(0, ·) and velocity ∂tϕ(0, ·).
For the special example ϕ(0, x) = 1 and ∂tϕ(0, x) = 0 for x ∈ (0, π) and c = 1, we obtain the
explicit Fourier representation

ϕ(t, x) =
4

π

∞∑
k=0

1

2k + 1
cos
(
(2k + 1)t

)
sin
(
(2k + 1)x

)
=

1

2

(
ϕ0(x+ t) + ϕ0(x− t)

)

with the periodic function ϕ0(x) =


1 x ∈ (0, π) + 2πZ ,
0 x ∈ πZ ,
−1 x ∈ (−π, 0) + 2πZ .

We observe that the solution is discontinuous along linear characteristics x± ct = const.

In the space-time cylinder Q = (0, T )× Ω, the solution ϕ(·, ·) is a function in BV(Q).

Figure 1. Solution ϕ in (0, T )× (0, π) with T = 8 for ϕ(0, ·) = 1, ∂tϕ(0, ·) = 0, and ϕ(·, 0) = ϕ(·, π) = 0.
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Waves in solids We consider the deformation vector ϕ(·, ·) in an elastic solid Ω ⊂ R3. The
velocity is denoted by v = ∂tϕ. The elastic constitutive setting is determined by the stress
response σ = Σ̂(F) determining the stress tensor σ by a stress response function Σ̂(·) from the
deformation gradient F = Dϕ. The stress rate is given by

∂tσ = DΣ̂(Dϕ)[Dv] .

Assuming small strains and ϕ ≈ id, this is approximated by its linearization

∂tσ = C[Dv]

with the elasticity tensor C = DΣ̂(I). The balance of torsional moments yields that stress is
symmetric and that the strain rate only depends on the symmetric strain rate ε(v) = sym(Dv). In
isotropic media the elasticity tensor is characterized by the Lamé parameters λ ≥ 0, µ > 0, and
introducing the compression modulus κ = 2µ+3λ

3 and the shear term dev(σ) = σ − 1
3 trace(σ)I

we have

Cε = 2µε+ λ trace(ε)I = 2µ dev(ε) + κ trace(ε)I , C−1σ =
1

2µ
dev(σ) +

3

κ
trace(σ)I.

Newton’s law for the balance of momentum yields

ρ∂tv = divσ + b ,

with the mass density ρ, acceleration ∂tv, and the vector of body forces b.

Waves in compressible fluids In fluids we assume that the shear forces can be neglected,
i.e., we consider the limit µ −→ 0. Then, the stress σ = pI is isotropic with hydrostatic pressure
p = 1

3 traceσ, and compression waves are described by the system

∂tp = κdivv , ρ∂tv = ∇p+ b .

In particular this applies to acoustic waves in air or in a gas at fixed temperature.

Electro-magnetic waves By the laws of Ampere, Faraday, and Gauß we obtain the Maxwell
system

∂tD− curlH = −J , ∂tB + curlE = 0 ,
divD = ρ , divB = 0

for the electric field E, the magnetic field H, the electric displacement D, the magnetic field
induction B, the electric current density J, and the electric charge density ρ. In vacuum with
no electric charges, we have J = 0, ρ = 0, and the material laws D = εE and B = µH with
permeability µ > 0 and permittivity ε > 0.

First-order differential systems For all these cases we obtain a system of J equations in RD

M∂tu +Au = f

with a first order differential operator A and a weighting operator M .

For elastic waves, we have u = (σ,v), A(σ,v) = −(ε(v),divσ), and M(σ,v) = (C−1σ, ρv), for
acoustic waves, we have u = (p,v), A(p,v) = −(divv,∇p), and M(p,v) = (κ−1p, ρv), and for
electro-magnetic waves u = (H,E), A(H,E) = (curlE,− curlH), and M(H,E) = (µH, εE).
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2 A space-time setting for linear hyperbolic operators

Let Ω ⊆ RD be a bounded Lipschitz domain, and let H ⊆ L2(Ω;RJ) be a Hilbert space with
weighted inner product (v,w)H = (Mv,w)0,Ω, where M ∈ L∞(Ω,RJ×Jsym ) is uniformly positive.
We consider a linear operator in space A ∈ L(D(A), H) with domain D(A) ⊂ H.

Homogeneous boundary conditions are defined by the domain. Here, we choose the domain
D(A) = H(div,Ω;RD×Dsym )× H1

0(Ω;RD) for elastic waves, D(A) = H1(Ω)× H0(div,Ω) for acoustic
waves, and for electro-magnetic waves we choose D(A) = H0(curl,Ω)× H(curl,Ω). In all cases
the operator is skew-adjoint, i.e.,

(Av,w)0,Ω = −(v, Aw)0,Ω , v,w ∈ D(A) .

The variational setting In the abstract setting, we consider the operator L = M∂t + A on the
space-time cylinder Q = Ω× (0, T ). Again, we observe

(Lv,w)0,Q = −(v, Lw)0,Q , v,w ∈ C1
0(Q;RJ) .

Depending on L we define the space

H(L,Q) =
{
v ∈ L2(Q;RJ) : g ∈ L2(Q;RJ) exists with

(g,w)0,Q = −(v, Lw)0,Q for all w ∈ C1
0(Q;RJ)

}
.

Then, L can be extended to this space, and H(L,Ω) is a Hilbert space with respect to the weighted

graph norm ‖v‖L,Q =
√
‖v‖20,Q + ‖Lv‖20,Q.

Let V ⊂ H(L,Q) be the closure of
{
v ∈ C1([0, T ];D(A)) : v(0) = 0

}
. Then we define W =

L(V ) ⊆ L2(Q;RJ) with the weighted norm ‖w‖2W = (Mw,w)0,Q. On V , we use the weighted
graph norm ‖v‖2V = ‖v‖2W + ‖M−1Lv‖2W .

Now we study the operator L in L(V,W ) and the evolution equation Lu = f with homogeneous
initial and boundary conditions. This extends to initial values u0 6= 0 by replacing f(t) with
f(t) − Au0. Also inhomogeneous boundary conditions can be analyzed by modifying the right-
hand side when the existence of a sufficiently smooth extension of the boundary data can be
assumed.

We define the bilinear form b : V × W −→ R with b(v,w) = (Lv,w)0,Q, and we establish the
standard Babuška setting (see, e.g., [Bra07, Thm. III.3.6]).

Lemma 2.1 Assume that (Az, z)0,Ω ≥ 0 for z ∈ D(A). Then, the bilinear form b(·, ·) is continuous
and inf-sup stable in V ×W with β = (4T 2 + 1)−1/2, i.e.,

sup
w∈W\{0}

b(v,w)

‖w‖W
≥ β ‖v‖V , v ∈ V .

Proof. The continuity follows from the upper bound |b(v,w)| ≤ ‖v‖V ‖w‖W . To prove the inf-sup
condition we first note that for all v ∈ C1([0, T ];D(A)) with v(0) = 0 we have

‖v‖2W =

∫ T

0

(
Mv(t),v(t)

)
0,Ω

dt =

∫ T

0

((
Mv(t),v(t)

)
0,Ω
−
(
Mv(0),v(0)

)
0,Ω

)
dt

=

∫ T

0

∫ t

0
∂t
(
Mv(s),v(s)

)
0,Ω

dsdt = 2

∫ T

0

∫ t

0

(
M∂tv(s),v(s)

)
0,Ω

ds dt

≤ 2

∫ T

0

∫ t

0

(
M∂tv(s) +Av(s),v(s)

)
0,Ω

ds dt

≤ 2

∫ T

0

∫ t

0

(
M−1Lv(s), Lv(s)

)1/2
0,Ω

(
Mv(s),v(s)

)1/2
0,Ω

ds dt ≤ 2T ‖M−1Lv‖W ‖v‖W .

3



This yields ‖v‖W ≤ 2T ‖M−1Lv‖W for v ∈ V . Let v ∈ V \ {0} and take w = M−1Lv ∈W \ {0},
then

sup
w∈W\{0}

b(v,w)

‖w‖W
≥ b(v,M−1Lv)

‖M−1Lv‖W
=

(Lv,M−1Lv)0,Ω

‖M−1Lv‖W
= ‖M−1Lv‖W ≥

1√
4T 2 + 1

‖v‖V ,

where the final inequality follows from ‖v‖2V = ‖v‖2W + ‖M−1Lv‖2W ≤ (4T 2 + 1)‖M−1Lv‖2W .

The inf-sup stability ensures that the operator L ∈ L(V,W ) is injective and that the range is
closed. Thus, the operator is surjective by construction and the inverse L−1 is bounded in
L(W,V ). This yields directly the following result [Bra07, Thm. III.3.6].

Theorem 2.2 For given f ∈ L2(Q;RJ) there exists a unique solution u ∈ V of

(Lu,w)0,Q = (f ,w)0,Q , w ∈W (1)

satisfying the a priori bound ‖u‖V ≤
√

4T 2 + 1 ‖M−1/2f‖0,Q.

Remark 2.3 The approach presented here to show that L ∈ L(V,W ) is an invertible operator
in suitable Hilbert space V and W only requires to show that L is injective. Since L mixes the
derivatives in space and time, more regularity is difficult to show in this framework. Therefore, one
can check the assumptions of the Lumer-Phillips theorem [RR04, Chap. 12.2.2] for the operator
A in D(A), so that semigroup theory with more regularity can applied, see, e.g., [EN06].
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3 Discontinuous Galerkin methods for linear systems of conservation laws

All wave equations discussed above can be considered as a system of linear conservation laws

M∂tu(t) + divF(u(t)) = f(t) for t ∈ [0, T ] , u(0) = u0 (2)

with a linear flux function F(v) = [B1v, . . . , BDv] and symmetric matrices Bd ∈ RJ×Jsym such that

Av = divF(v) =
D∑
d=1

Bd∂dv .

Traveling waves In the case of constant coefficients in Ω = RD, special solutions can be
constructed as follows. For a given unit vector n = (n1, . . . , nD)T ∈ RD, we have n · F(u) = Bu
with the symmetric matrix B =

∑
ndBd. Then, for all eigenpairs (λ,w) ∈ R×RJ with Bw = λMw

and amplitude function a(·), the traveling wave propagating with velocity c = |λ|

u(t,x) = a(n · x− λt)w

is a solution of (2) with initial value u0(x) = a(n · x)w and right-hand side f = 0.

Discontinuous weak solutions A function u ∈ L1((0, T )× RD;RJ) is a weak solution of (2) if

0 =

∫
RD

M(x)u0(x)·φ(0,x) dx+

∫
(0,T )×RD

u(t,x)·
(
M(x)∂tφ(t,x)+divF

(
φ(t,x)

)
−f(t,x)·φ(t,x)

)
dtdx

for all test functions with compact support φ ∈ C1
0((−1, T )× Ω;RJ).

This applies to traveling waves with discontinuous amplitude: the piecewise constant function

u(t,x) =

{
aLw in QL =

{
(t,x) ∈ [0, T ]× RD : n · x− λt < 0

}
aRw in QR =

{
(t,x) ∈ [0, T ]× RD : n · x− λt > 0

} (3)

with aL, aR ∈ R is a weak solution: Using (−λM+B
)
w = 0 and the Gauß theorem inQL ⊂ R×RD

with unit normal vector 1√
1+λ2

(
−λ
n

)
on ∂QL, we observe

0 = aL

∫
n·x−λt=0

(
− λM +B

)
w · φ(t,x) da

=

∫
∂QL

(
−λ
n

)
·
(
Mu(t,x) · φ(t,x)
F
(
u(t, x)

)
· φ(t,x)

)
da

=
√

1 + λ2

∫
QL

(
∂t
∇

)
·
(
u(t,x) ·Mφ(t,x)
u(t, x) · F

(
φ(t,x)

)) dt dx

=
√

1 + λ2

∫
QL

(
u(t,x) ·M∂tφ(t,x) + u(t, x) · divF

(
φ(t,x)

))
dt dx

for all test functions φ ∈ C1
0

(
(0, T ) × RD;RJ

)
. Repeating this argument with ∂QR and testing in

C1
0

(
(−1, T )× RD;RJ

)
shows that (3) is a weak solution with discontinuity along the hyperplane

∂QR = ∂QL = {(t,x) : n · x− λt = 0}

in the time-space cylinder and with discontinuous initial values u0(x) = u(0,x).
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The Riemann problem for linear conservation laws We now construct a weak solution of the
Riemann problem, i.e., a piecewise constant weak solution with right-hand side f = 0 and the
discontinuous initial function

u0(x) =

{
uL in ΩL =

{
x ∈ RD : n · x < 0

}
uR in ΩR =

{
x ∈ RD : n · x > 0

} (4)

with uL,uR ∈ RJ . Let (λj ,wj) be M -orthogonal eigenpairs, i.e.,

Bwj = λjMwj with wk ·Mwj = 0 for j 6= k .

By the superposition of traveling waves, we obtain a weak solution of the Riemann problem

u(t,x) =
∑
j

aj(x · n− λjt)wj , aj(s) =

{
wj ·MuL/wj ·Mwj s < 0 ,

wj ·MuR/wj ·Mwj s > 0 .
(5)

The solution of the Riemann problem at (t,0) for t > 0 defines the upwind flux on ∂ΩL ∩ ∂ΩR by

n · Fup(u0) =
∑
λj>0

wj ·MuL

wj ·Mwj
Bwj +

∑
λj<0

wj ·MuR

wj ·Mwj
Bwj = BuL +

∑
λj<0

wj ·B[u]

wj ·Bwj
Bwj (6)

depending on the jump term [u] = uR − uL. By construction, the upwind flux is consistent, i.e.,
for BuL = BuR we obtain n · Fup(u0) = BuL = BuR.

Application to wave equations For elastic waves with divF(σ,v) = −
(
ε(v)
divσ

)
we have the

normal flux n · F(σ,v) = −
(

1
2(n⊗ v + v ⊗ n)

σn

)
. By cP =

√
2µ+λ
ρ we denote the velocity of

pressure waves, and by cS =
√

µ
ρ the velocity of shear waves. The eigenvectors are of the form(

2µn⊗ n + λI
±cPn

)
and

(
µ(τ ⊗ n + n⊗ τ )

±cSτ

)
, where τ is a unit tangent vector, i.e., τ · n = 0. The

resulting upwind flux in 2D is given by

n · Fup(u0) = −
(

1
2(n⊗ vL + vL ⊗ n)

σLn

)
− n · [σ]n + ρcP[v] · n

2ρcP

(
n⊗ n
ρcPn

)
−τ · [σ]n + ρcS[v] · τ

2ρcS

(
1
2(τ ⊗ n + n⊗ τ )

ρcSτ

)
.

For acoustic waves with divF(p,v) = −
(

divv
∇p

)
we obtain n · F(p,v) = −

(
v · n
pn

)
, the velocity

of sound c =
√

κ
ρ , and the eigenvectors w± =

(
κ
∓cn

)
. This yields the upwind flux

n · Fup(u0) = −
(
vL · n
pLn

)
− [p] + ρcn · [v]

2ρc

(
1
ρcn

)
.

For electro-magnetic waves with divF(H,E) =

(
curlE
− curlH

)
and n · F(H,E) =

(
n×E
−n×H

)
we

have the speed of light c = 1√
εµ , eigenvectors

(√
εn× τ
±√µτ

)
and

(
∓
√
ε τ√

µn× τ

)
, and upwind flux

n · Fup(u0) =

(
n×EL

−n×HL

)
+

√
µ[H] · (n× τ )−

√
ε[E] · τ

2
√
µε

(
−√µn× τ√

ετ

)
+

√
µ[H] · τ +

√
ε[E] · (n× τ )

2
√
µε

( √
µτ√

εn× τ

)
.
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The discontinuous Galerkin discretization in space We assume that Ω is a bounded poly-
hedral Lipschitz domain decomposed into a finite number of open elements K ⊂ Ω such that
Ω =

⋃
K∈KK, where K is the set of elements in space. Let FK be the set of faces of K, and for

inner faces f ∈ FK let Kf be the neighboring cell such that f = ∂K ∩ ∂Kf , and let nK be the
outer unit normal vector on ∂K. The outer unit normal vector field on ∂Ω is denoted by n.

We select polynomial degrees pK , and we define the local spaces Hh,K = PpK (K;RJ) and the
global discontinuous Galerkin space

Hh = {vh ∈ L2(Ω)J : vh|K ∈ Hh,K for all K ∈ K}.

For vh ∈ Hh we define vh,K = vh|K ∈ Hh,K for the restriction to K. In the semi-discrete problem

Mh∂tuh(t) +Ahuh(t) = f(t) , t ∈ (0, T ) , (7)

the discrete mass operator Mh ∈ L(Hh, Hh) is the Galerkin approximation of M defined by

(Mhvh,wh)0,Ω = (Mvh,wh)0,Ω vh,wh ∈ Hh . (8)

The discrete mass operator Mh is represented by a block diagonal positive definite matrix.

The discrete operator Ah ∈ L(Hh, Hh) is constructed as follows: Integration by parts yields for
smooth ansatz functions v and smooth test functions φK

(Av,φK)0,K = (divF(v),φK)0,K = −(F(v),∇φK)0,K +
∑
f∈FK

(nK · F(v),φK)0,f .

We then define for vh ∈ Hh and φh,K ∈ Hh,K by

(Ahvh,φh,K)0,K = −(F(vh,K),∇φh,K)0,K +
∑
f∈FK

(
nK · Fup

K (vh),φh,K
)

0,f
,

where nK ·Fup
K (vh) is the upwind flux obtained from local solutions of Riemann problems. Again

using integration by parts, we obtain

(Ahvh,φh,K)0,K =
(
divF(vh,K),φh,K

)
0,K

+
∑
f∈FK

(
nK · (Fup

K (vh)− F(vh,K)),φh,K
)

0,f
. (9)

On inner faces f = ∂K ∩ ∂Kf the difference nK · (Fup
K (vh) − F(vh,K)) only depends on the

jump term [vh]K,f = vh,Kf
− vh,K , so that nK · (Fup

K (v) − F(v)) = 0 on all faces f ∈ FK for
v ∈ D(A). On boundary faces, we define the jump term [vh]K,f depending on the boundary
conditions. Together, we obtain consistency

(Av,φh)0,Ω = (Ahv,φh)0,Ω , v ∈ D(A) , φh ∈ Hh , (10)

and ∑
K∈K

(
nK · Fup

K (vh,K),v
)

0,∂K
= 0 , vh ∈ Hh , v ∈ D(A) ∩H1(Ω;RJ) . (11)

The upwind flux together with the appropriate choice of boundary flux guarantees that the discrete
operator is non-negative and controls the nonconformity, i.e., a constant CA > 0 exists such that

(Ahvh,vh)0,Ω ≥ CA

∑
f∈FK

∥∥(nK · (Fup
K (vh)− F(vh,K))

∥∥2

0,f
≥ 0 , vh ∈ Hh . (12)

This is now shown for all our applications.
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For elastic waves we obtain for (σh,vh) ∈ Vh and (ϕK,h,ψK,h) ∈ VK,h(
Ah(σh,vh), (ϕK,h,ψK,h)

)
0,K

= −
(
ε(vK,h),ϕK,h

)
0,K
−
(

divσK,h,ψK,h
)

0,K

− 1

2ρcS

∑
f∈FK

(
nK × ([σ]K,fnK + ρcP[v]K,f ),nK × (ϕK,hnK + ρcPψK,h)

)
0,f

− 1

2ρcP

∑
f∈FK

(
nK · ([σ]K,fnK + ρcP[v]K,f ),nK · (ϕK,hnK + ρcPψK,h)

)
0,f
.

On boundary faces f = ∂K∩∂Ω, we set [vh]K,f = −2vK,h and [σh]K,f = 0 for Dirichlet boundary
conditions. This yields(

Ah(σh,vh), (σK,h,vK,h)
)

0,K
=
∑
K

∑
f∈FK

(
−
(
vK,h,σK,hnK

)
0,f

− 1

2ρcS

∑
f∈FK

(
nK × ([σ]K,fnK + ρcP[v]K,f ),nK × (σK,hnK + ρcPvK,h)

)
0,f

− 1

2ρcP

∑
f∈FK

(
nK · ([σ]K,fnK + ρcP[v]K,f ),nK · (σK,hnK + ρcPvK,h)

)
0,f

)
=

1

2

∑
K

∑
f∈FK

( 1

ρcS

∥∥nK × [σ]K,fnK
∥∥2

0,f
+ ρcS

∥∥nK × [vh]K,f
∥∥2

0,f

+
1

ρcP

∥∥nK · [σ]K,fnK
∥∥2

0,f
+ ρcP

∥∥nK · [vh]K,f
∥∥2

0,f

)
.

For acoustic waves we obtain for (ph,vh) ∈ Vh and (ϕK,h,ψK,h) ∈ VK,h(
Ah(ph,vh), (ϕK,h,ψK,h)

)
0,K

= −
(

divvK,h, ϕK,h
)

0,K
−
(
∇pK,h,ψK,h

)
0,K

− 1

2ρc

∑
f∈FK

(
[ph]K,f + ρcnK · [vh]K,f , ϕK,h + ρcψK,h · nK

)
0,f
.

On boundary faces f = ∂K∩∂Ω, we set [ph]K,f = 0 and [vh]K,f ·nK = −2vK,h ·nK for Neumann
boundary conditions. This yields(

Ah(ph,v), (ph,vh)
)

0,Ω
=

1

2

∑
K

∑
f∈FK

( 1

ρc

∥∥[ph]K,f
∥∥2

0,f
+ ρc

∥∥nK · [vh]K,f
∥∥2

0,f

)
.

For electro-magnetic waves with (Hh,Eh) ∈ Vh and (ϕK,h,ψK,h) ∈ VK,h we have(
Ah(Hh,Eh), (ϕK,h,ψK,h)

)
0,K

= (curlEK,h,ϕK,h)0,K − (curlHK,h,ψK,h
)

0,K

+
1

2
√
µε

∑
f∈FK

((√
µ[H] · (n× τ )−

√
ε[E] · τ ,√µϕK,h · (n× τ )−

√
εψK,h · τ

)
0,f

−
(√
µ[H] · τ +

√
ε[E] · (n× τ ),

√
µϕK,h · τ +

√
εψK,h · (n× τ ))0,f .

The perfect conducting boundary conditions on the faces f = ∂K ∩ ∂Ω are modeled by the (only
virtual) definition of nK × EKf

= −nK × EK and nK × HKf
= nf × HK , i.e., nK × [E]K,f =

−2nK ×EK and nK × [H]K,f = 0. This yields

(
Ah(Hh,Eh), (Hh,Eh)

)
0,Ω

=
1

2

∑
K

∑
f∈FK

(
1√
ε

∥∥nK × [Hh]K,f
∥∥2

0,f
+

1
√
µ

∥∥nK × [Eh]K,f
∥∥2

0,f

)
.
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4 A Petrov–Galerkin space-time discretization

Let Q =
⋃
R∈RR be a decomposition of the space-time cylinder into space-time cells R = I ×K

with K ⊂ Ω and I = (t−, t+) ⊂ (0, T ); R denotes the set of space-time cells. For every R ∈ R we
choose local ansatz and test spaces Vh,R,Wh,R ⊂ L2(R;RJ) with Wh,R ⊂ ∂tVh,R, and we define
the global ansatz and test space

Vh =
{
vh ∈ H1((0, T );H) : vh(0,x) = 0 for a.a. x ∈ Ω and vh,R = vh|R ∈ Vh,R

}
,

Wh =
{
wh ∈ L2((0, T );H) : wh,R = wh|R ∈Wh,R

}
.

By construction, functions in Wh are discontinuous in space and time, and functions in Vh are
continuous in time, i.e., vh(x, ·) is continuous on [0, T ] for a.a. x ∈ Ω.

In addition we aim for dim(Vh) = dim(Wh), which restricts the choice of Vh,R. In the most simple
case this can be achieved for a tensor product space-time discretization with a fixed mesh K in
space and a time series 0 = t0 < t1 < · · · < tN = T , i.e., R =

⋃
K∈K

⋃N
n=1(tn−1, tn) ×K. Then,

we can select a discrete space Hh with Hh,K = Pp(K;RJ) independently of t, and in every time
slice we define Wh,R = Hh,K constant in time on R = (tn−1, tn) × K. This yields in this case
piecewise linear approximations in time

Vh =
{
vh ∈ H1((0, T );H) : vh(0,x) = 0 , vh(tn,x) ∈ Hh for a.a. x ∈ Ω and n = 1, . . . , N , and

vh(t,x) =
tn − t

tn − tn−1
vh(tn−1,x) +

t− tn−1

tn − tn−1
vh(tn,x) for t ∈ (tn−1, tn)

}
.

In the general case, we select locally in space and time polynomial degrees pR and qR in R, and
we set for the local test space Wh,R =

(
PqR−1(I;RJ ⊗ PpR(K;RJ))

)
. Then we define for R ∈ R

Vh,R =
{
vh,R ∈ L2(R;RJ) : vh,R(t,x) =

t+ − t
t+ − t−

vh(t−,x) +
t− t−
t+ − t−

wh,R(t,x) ,

vh ∈ Vh|[0,t−] , wh,R ∈Wh,R , (t,x) ∈ R = (t−, t+)×K
}
.

This yields vh,R(·,x) ∈ PqR(I;RJ) for vh,R ∈ Vh,R and (·,x) ∈ R.

The discontinuous Galerkin operator in space is extended to the space-time operator Ahvh ∈Wh

by defining(
Ahvh,wh)0,Q =

∑
R=I×K

((
divF(vh,R),wh,R

)
0,R

(13)

+
∑
f∈FK

(
nK · (Fup

K (vh)− F(vh,R)),wh,R

)
0,I×f

)
for vh ∈ Vh and wh ∈ Wh. We define the discrete space-time operator Lh ∈ L(Vh,Wh) and the
corresponding discrete bilinear form bh(·, ·) =

(
Lh·, ·)0,Q by(

Lhvh,wh

)
0,Q

=
(
Mh∂tvh +Ahvh,wh

)
0,Q

.

In order to show that a solution to our Petrov–Galerkin scheme exists, we check the inf-sup
stability of the discrete bilinear form bh(·, ·) with respect to the discrete norm

‖vh‖2Vh = ‖vh‖2W + ‖M−1
h Lhvh‖2W .

By construction, bh(·, ·) is bounded in Vh ×Wh, i.e.,

bh(vh,wh) =
(
Lhvh,wh

)
0,Q
≤ ‖M−1

h Lhvh‖W ‖wh‖W ≤ ‖vh‖Vh‖wh‖W , vh ∈ Vh , wh ∈Wh .
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For the verification of the inf-sup stability, we introduce the L2-projection Πh : W → Wh which
is defined by

(
Πhv,wh

)
0,Q

=
(
v,wh

)
0,Q

for wh ∈ Wh. Then, by construction, ΠhAh = Ah and
ΠhLh = Lh. Moreover, we define the non-negative weight function in time dT (t) = T − t, and we
observe ∫ T

0

∫ t

0
φ(s) ds dt =

∫ T

0
dT (t)φ(t) dt , φ ∈ L1(0, T ) .

Lemma 4.1 Assume that(
Mh∂tvh, dTvh

)
0,Q
≤
(
Lhvh, dTΠhvh

)
0,Q

, vh ∈ Vh . (14)

Then, the bilinear form bh(·, ·) is inf-sup stable in Vh ×Wh with β = 1/
√

1 + 4T 2, i.e.,

sup
wh∈Wh

bh(vh,wh)

‖wh‖W
≥ β ‖vh‖Vh , vh ∈ Vh .

Proof. Transferring the proof of Lem. 2.1 to the discrete setting yields

‖vh‖2W =

∫ T

0

(
Mhvh(t),vh(t)

)
0,Ω

dt =

∫ T

0

((
Mhvh(t),vh(t)

)
0,Ω
−
(
Mhvh(0),vh(0)

)
0,Ω

)
dt

=

∫ T

0

∫ t

0
∂t
(
Mhvh(s),vh(s)

)
0,Ω

ds dt = 2

∫ T

0

∫ t

0

(
Mh∂tvh(s),vh(s)

)
0,Ω

ds dt

= 2
(
Mh∂tvh, dTvh

)
0,Q
≤ 2
(
Lhvh, dTΠhvh

)
0,Q
≤ 2T ‖M−1

h Lhvh‖W ‖vh‖W .

This yields ‖vh‖W ≤ 2T ‖M−1
h Lhvh‖W and thus ‖vh‖Vh ≤

√
1 + 4T 2 ‖M−1

h Lhvh‖W , which im-
plies the inf-sup stability using bh(vh,wh) = (Lhvh,wh)0,Q = (M−1

h Lhvh,wh)W and inserting
wh = M−1

h Lhvh

sup
wh∈Wh\{0}

bh(vh,wh)

‖wh‖W
= sup

wh∈Wh\{0}

(M−1
h Lhvh,wh)W
‖wh‖W

≥ ‖M−1
h Lhvh‖W ≥

1√
1 + 4T 2

‖vh‖Vh .

As in Thm. 2.2, this shows the existence of a unique discrete Petrov–Galerkin solution (provided
that the assumption in Lem. 4.1 is satisfied).

Theorem 4.2 For given f ∈ L2(Q;RJ) there exists a unique solution uh ∈ Vh of

(Lhuh,wh)0,Q = (f ,wh)0,Q , wh ∈Wh , (15)

satisfying the a priori bound ‖uh‖Vh ≤
√

4T 2 + 1‖M−1
h Πhf‖W .

The convergence will be analyzed with respect to the discrete norm ‖ · ‖Vh . For v ∈ V the
consistency of the numerical flux in (13) yields

(
Ahv,wh)0,Q =

(
divF(v),wh

)
0,Q

so that Ahv =

Πh divF(v). This shows that Ah and thus also ‖ · ‖Vh can be evaluated in V + Vh and that bh(·, ·)
is continuous with respect to this extension.

Theorem 4.3 Let u ∈ V be the solution of (1) and uh ∈ Vh its approximation solving (15). Then,
we have

‖u− uh‖Vh ≤ (1 + β−1) inf
vh∈Vh

‖u− vh‖Vh .

10



If in addition the solution is sufficiently smooth, we obtain the a priori error estimate

‖u− uh‖Vh ≤ C
(
Mtq + Mxp

)(
‖∂q+1

t u‖0,Q + ‖Dp+1u‖0,Q
)

for Mt, Mx and p, q ≥ 1 with Mt ≥ t+ − t−, Mx ≥ diam(K), p ≤ pR and q ≤ qR for all R =
(t−, t+)×K.

Proof. The consistency (10) of the discontinuous Galerkin method yields (Ahu(t),wh(t))0,Ω =
(Au(t),wh(t))0,Ω and thus also consistency of the Petrov–Galerkin setting, i.e., bh(u,wh) =
b(u,wh) = (f ,wh)0,Q = bh(uh,wh). This gives for all vh ∈ Vh and wh ∈Wh

bh(vh − uh,wh) = bh(vh − u,wh) ≤ ‖vh − u‖Vh‖wh‖W

and thus

‖u− uh‖Vh ≤ ‖u− vh‖Vh + ‖vh − uh‖Vh

≤ ‖u− vh‖Vh + β−1 sup
wh∈Wh\{0}

bh(vh − uh,wh)

‖wh‖W
≤ (1 + β−1) ‖u− vh‖Vh .

Now we assume that the solution is regular satisfying u ∈ Hq+1
(
(0, T ); L2(Ω;RJ)

)
∩

L2

(
(0, T ); Hp+1(Ω;RJ)

)
. We have by consistency Ahvh = Avh for all vh ∈ Vh ∩ H1(Ω;RJ),

so that the error estimate yields

‖u− uh‖Vh ≤ (1 + β−1) inf
vh∈Vh∩H1(Ω;RJ )

‖u− vh‖Vh ≤ C
(
‖∂t(u− Ihu)‖0,Q + ‖D(u− Ihu)‖0,Q

)
,

where Ih : V → Vh ∩ H1(Ω;RJ) is a suitable Clément-type interpolation operator. By standard
assumptions on the right-hand side and the mesh regularity we obtain a bound depending on Mt
in time and Mx in space.

We check the assumptions of Lem. 4.1 for the special case of a tensor product discretization,
where the polynomial degrees in time are fixed on every time slice I = (tn−1, tn) ⊂ (0, T ) and
the polynomial degrees in space are fixed on every K ⊂ Ω. Then we have the local spaces
Wh,R = PpK (K) ⊗ PqI−1 and VR = PpK (K) ⊗ PqI on a space-time cell R = I × K ∈ R, i.e.,
pR = pK and qR = qI . Note that for qI ≡ 1 the Petrov–Galerkin method in time is equivalent to
the implicit midpoint rule, see also [BR99].

11



Lemma 4.4 In the case of tensor product space-time discretizations, the condition (14) in
Lem. 4.1 is satisfied: we have for vh ∈ Vh

Πh∂tvh = ∂tvh ,
(
Mh∂tvh, dTvh

)
0,Q
≤
(
Mh∂tvh, dTΠhvh

)
0,Q

, 0 ≤
(
Ahvh, dTΠhvh

)
0,Q

.

Proof. Let Hh be the discontinuous Galerkin space in Ω with Hh,K = PpK (K). In the tensor
product case, for vh ∈ Vh and wh ∈Wh representations exist in the form

vh(t,x) =

qI∑
k=0

ψI,k(x)λI,k(t) , wh(t,x) =

qI−1∑
k=0

φI,k(x)λI,k(t) , (t,x) ∈
⋃
I ×K

with orthonormal Legendre polynomials λI,k ∈ Pk in L2(I) and ψI,k,φI,k ∈ Hh. We observe

∂tvh,R(t,x) =

qI∑
k=1

ψI×K,k(x)∂tλI,k(t) , ∂tλI,k ∈ Pk−1 , (t,x) ∈ R = I ×K ,

i.e., ∂tvh,R ∈Wh,R and thus Πh∂tvh = ∂tvh. Furthermore, we have

(
dTMh∂tvh,vh −Πhvh

)
0,Q

=
∑
I

qI∑
k=0

(
MhψI,k,ψI,qI

)
0,Ω

(
dT∂tλI,k, λI,qI

)
0,I

=
∑
I

(
MhψI,qI ,ψI,qI

)
0,Ω

(
dT∂tλI,qI , λI,qI

)
0,I

= −k
∑
I

(
MhψI,qI ,ψI,qI

)
0,Ω
≤ 0

since
(
dT∂tλI,k, λI,qI

)
0,I

= 0 for k < qI and
(
dT∂tλI,qI , λI,qI

)
0,I

= −
(
t∂tλI,qI , λI,qI

)
0,I

= −qI (see
Lem. 7.1 in the appendix for a proof). From(
Ahvh,wh

)
0,Q

=
∑
I

∑
K

((
divF(vh,R),wh,R

)
0,I×K +

∑
f∈FK

(
nK · (Fup

K (vh)− F(vh,R)),wh,R

)
0,I×f

)

=
∑
I

∑
K

qI∑
k=0

qI−1∑
j=0

((
divF(ψI×K,k),φI×K,j

)
0,K

+
∑
f∈FK

(
nK · (Fup

K (ψI,k)− F(ψI×K,k)),φI×K,j
)

0,f

)(
λI,k, λI,j

)
0,I

=
(
AhΠhvh,wh

)
0,Q

we obtain in the tensor product case Ah = AhΠh and thus(
Ahvh, dTΠhvh

)
0,Q

=
(
AhΠhvh, dTΠhvh

)
0,Q

=
∑
I

∑
K

qI−1∑
k=0

qI−1∑
j=0

((
divF(ψI×K,k),ψI×K,j

)
0,K

+
∑
f∈FK

(
nK · (Fup

K (ψI,k)− F(ψI×K,k)),ψI×K,j
)

0,f

)(
λI,k, dTλI,j

)
0,I

=
∑
I

qI−1∑
k=0

qI−1∑
j=0

(
AhψI,k,ψI,j

)
0,Ω

(λI,k, dTλI,j)0,I ≥ 0

since both matrices with entries
(
AhψI,k,ψI,j

)
0,Ω

and (λI,k, dTλI,j)0,I , respectively, are positive
semi-definite.
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5 Duality based goal-oriented error estimation

In order to develop an adaptive strategy for the selection of the local polynomial degrees pR, qR
we derive an error indicator with respect to a given linear goal functional E ∈ W ′. Following the
framework in [BR03], we define the adjoint problem and solve the dual problem. Then, the error
is estimated in terms of the local residual and the dual weight.

The adjoint operator L∗ in space and time is defined on the adjoint Hilbert space

V ∗ =
{
w ∈W : there exists g ∈W such that (Lv,w)0,Q = (v,g)0,Q for all v ∈ V

}
and is characterized by

(v, L∗w)0,Q = (Lv,w)0,Q , v ∈ V , w ∈ V ∗ .

Then, V ∗ is the closure of
{
v∗ ∈ C1([0, T ];D(A∗)) : v∗(T ) = 0

}
and L∗ = −L on V ∩ V ∗.

For the evaluation of the error functional E we introduce the dual solution u∗ ∈ V ∗ with

(w, L∗u∗)0,Q = 〈E,w〉 , w ∈W .

Let u ∈ V be the solution of (1), and uh ∈ Vh its approximation solving (15). Now we derive an
exact error representation for the error functional in the case that the dual solution is sufficiently
smooth such that u∗(t, ·)|f ∈ L2(f ;RJ) for all faces f ∈ Fh and a.a. t ∈ (0, T ). Inserting the
consistency of the numerical flux (10) yields for all wh ∈Wh

〈E,u− uh〉 =
(
u− uh,−M∂tu

∗ − divF(u∗)
)

0,Q

=
(
u,−M∂tu

∗ − divF(u∗)
)

0,Q
−
(
uh,−M∂tu

∗ − divF(u∗)
)

0,Q

=
(
M∂tu + divF(u),u∗

)
0,Q
−
(
u,n · F(u∗)

)
0,∂Q

−
∑
R∈R

((
M∂tuh + divF(uh),u∗

)
0,R
−
(
uh,nR · F(u∗)

)
0,∂R

)
=
(
f ,u∗

)
0,Q
−

∑
R=I×K∈R

((
M∂tuh + divF(uh),u∗

)
0,R
−
(
uh,nK · F(u∗)

)
0,I×∂K

)
=

∑
R=I×K∈R

((
f −M∂tuh − divF(uh),u∗

)
0,R

+
(
nK · F(uh),u∗

)
0,I×∂K

)
=

∑
R=I×K∈R

((
f −M∂tuh − divF(uh),u∗

)
0,R

+
(
nK · (F(uh)− Fup

K (uh)),u∗
)

0,I×∂K

)
=

∑
R=I×K∈R

((
f −M∂tuh − divF(uh),u∗ −wh

)
0,R

+
(
nK · (F(uh)− Fup

K (uh)),u∗ −wh

)
0,I×∂K

)
.

From this error representation, inserting some projection wh = Πhu
∗, we obtain the estimate∣∣〈E,u− uh〉

∣∣ ≤ ∑
R=I×K∈R

(∥∥M∂tuh + divF(uh)− f
∥∥

0,R

∥∥u∗ −Πhu
∗‖0,R (16)

+
∥∥nK · (F(uh)− Fup

K (uh))
∥∥

0,I×∂K
∥∥u∗ −Πhu

∗∥∥
0,I×∂K

)
.

However, this bound cannot be used since it depends on the unknown function u∗. In applica-
tions, the following heuristic error bound is used instead. Let u∗h ∈ Wh be a numerical approxi-
mation of the dual solution given by

bh(vh,u
∗
h) = 〈E,vh〉 , vh ∈ Vh
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(using the transposed finite element matrix). Then we replace the projection error u∗ − Πhu
∗ by

Ihu
∗
h − u∗h, where Ih is a higher-order recovery operator (or a lower order interpolation operator).

Then, the right-hand side of the error bound (16) is replaced by
∑

R∈R ηR with

ηR = ‖f −M∂tuh − divF(uh)‖0,R‖Ihu∗h − u∗h‖0,R
+ ‖nK · (F(uh)− Fup

K (uh))‖0,I×∂K‖Ihu∗h − u∗h‖0,I×∂K .

These terms contain the given data functions f andM and are computed by a quadrature formula.
Alternatively a term ‖f − fh − (M −Mh)∂tuh‖0,R could be separated to control this data error.
Usually, this error contribution is of minor importance. This is especially the case in our numerical
examples.

Remark 5.1 The error indicator construction extends to nonlinear goal functionals E ∈ C2(W ).
Then, the dual solution u∗ ∈ V ∗ depends on the primal solution, i.e.,

(w, L∗u∗)0,Q = 〈E′(u),w〉 , w ∈W .

The estimate (16) applies also to
∣∣E(u)− E(uh)

∣∣, since we have [HR03]

E(u)− E(uh) = 〈E′(uh),u− uh〉+

∫ 1

0
(1− s)E′′(uh + s(u− uh))

[
u− uh,u− uh

]
ds

and the second term is quadratic in ‖u − uh‖0,Q and will thus be neglected. In our numerical
examples E′′ is constant.

In our examples we use the adaptive strategy for p-refinement described in Alg. 1. It depends on
a parameter ϑ < 1 for the adaptive selection criterion.

Algorithm 1 Adaptive algorithm.
1: choose low order polynomial degrees on the initial mesh
2: while maxR(pR) < pmax and maxR(qR) < qmax do
3: compute uh
4: compute u∗h and a recovery Ihu∗h
5: compute ηR on every cell R
6: if the error is small enough STOP
7: mark space-time cell R if ηR > ϑmaxR′ ηR′

8: increase polynomial degrees on marked cells
9: redistribute cells on processes for better load balancing

Remark 5.2 For acoustic waves with D(A) = H1(Ω)×H0(div,Ω) we have n · v∗ = 0 on ∂Ω thus
(n · Fup(u),u∗)0,∂Ω = 0. Moreover,

〈E, (p− ph,v − vh)〉 =
∑

R=I×K∈R

((
b− ρ∂tvh +∇ph,v∗

)
0,R

+
(
− ρ∂tph + divvh, p

∗)
0,R

+
1

2ρc

∑
f∈FK

(
[ph]K,f + ρcnK · [vh]K,f , p

∗ + ρcv∗ · nK
)

0,f

)
shows that modified error indicators can be considered, e.g.,

ηR =
∥∥(b− ρ∂tvh +∇ph,−ρ∂tph + divvh, p

∗)∥∥
0,R
‖Ih(p∗h,v

∗
h)− (p∗h,v

∗
h)‖0,R

+ ‖[ph]K,f‖0,I×∂K‖nK · (Ihv∗h − v∗h)‖0,I×∂K + ‖nK · [vh]K,f‖0,I×∂K‖Ihp∗h − p∗h‖0,I×∂K .
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6 Space-time multilevel preconditioner

In this section we address the numerical aspects in particular solution methods for the discrete
hyperbolic space-time problem. First we describe the realization of our discretization using nodal
basis functions in space and time, and then a multilevel preconditioner is introduced, and it is
tested for different settings to derive a suitable solution strategy.

Nodal Discretization Here we consider the case of a tensor product space-time mesh
R =

⋃N
n=1Rn with time slices Rn =

⋃
K∈K(tn−1, tn) × K and variable polynomial degrees

pR, qR in every space-time cell R. Let {ψnR,j}j=1,...,dimWh,R
be a basis of Wh,R and define

Wn
h = span

{⋃
R∈Rn

⋃dimWh,R

j=1 ψnR,j

}
. Then, the solution uh ∈ Vh is represented by

uh(t,x) =
tn − t

tn − tn−1
un−1
h (tn−1,x) +

t− tn−1

tn − tn−1
unh(t,x) for (t,x) ∈ (tn−1, tn)×K

with u0
h = 0 and unh ∈ Wn

h , n = 1, . . . , N . The corresponding coefficient vector of the
solution is denoted by u = (u1, . . . , uN )>, where un ∈ RdimWn

h is the coefficient vector of
unh =

∑
R∈Rn

∑dimWh,R

j=1 uR,jψ
n
R,j . With respect to this basis, the discrete space-time system

(1) has the matrix representation Lu = f with the block matrix

L =


D1

C1 D2

. . . . . .
CN−1 DN


with matrix entries

Dn
R′,k,R,j =

∫ tn

tn−1

∫
Ω
Lh

( t− tn−1

tn − tn−1
ψnR,j(t,x)

)
ψnR′,k(t,x) dxdt , R,R′ ∈ Rn

CnR′,k,R,j =

∫ tn

tn−1

∫
Ω
Lh

( tn − t
tn − tn−1

ψn−1
R,j (tn−1,x)

)
ψnR′,k(t,x) dxdt , R ∈ Rn−1, R′ ∈ Rn

and the right-hand side f = (f1, . . . , uN ) with fn
j,R

= (f ,ψnR,j)0,R. Sequentially, this system can
be solved by a block-Gauss–Seidel method (corresponding to implicit time integration)

D1u1 = f1 , D2u2 = f2 − C1u1 , . . . , DNuN = fN − CN−1uN−1 ,

provided that Dn can be inverted efficiently.

Multilevel methods For space-time multilevel preconditioners we consider hierarchies in space
and time. Therefore, let R0,0 be the coarse space-time mesh, and let Rl,k be the discretization
obtained by l = 1, . . . , lmax uniform refinements in space and k = 1, . . . , kmax refinements in time.
Let Vl,k be the approximation spaces on Rl,k with fixed polynomial degrees pR ≡ p and qR ≡ q.
Let Ll,k be the corresponding matrix representations of the discrete operator Lh in Vl,k.

The multilevel preconditioner combines smoothing operations on different levels and requires
transfer matrices between the levels. Since the spaces are nested, we can define prolonga-
tion matrices P l,kl−1,k and P l,kl,k−1 representing the natural injections Vl−1,k ⊂ Vl,k in space and

Vl,k−1 ⊂ Vl,k in time. Correspondingly, the restriction matrices Rl,kl−1,k and Rl,kl,k−1 represent the
L2-projections of the test spaces Wl,k ⊃Wl−1,k and Wl,k ⊃Wl,k−1.
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For the smoothing operations on level (l, k) we consider the block-Jacobi preconditioner or the
block-Gauss–Seidel preconditioner (where all components corresponding to a space-time cell R
build blocks)

BJ
l,k = θl,k block_diag(Ll,k)

−1 , BGS
l,k = θl,k

(
block_lower(Ll,k) + block_diag(Ll,k)

)−1

with damping parameter θl,k ∈ (0, 1]. The corresponding iteration matrices are given by SJ
l,k =

idl,k−BJ
l,kLl,k and SGS

l,k = idl,k−BGS
l,k Ll,k, and the number of pre- and postsmoothing steps are

denoted by νpre
l,k and νpost

l,k .

Now, the multilevel preconditioner BML
l,k is defined recursively. On the coarse level, we use a

parallel direct linear solver BML
0,0 =

(
L0,0

)−1. Then, we have two options: restricting in time
defines BML

l,k by

idl,k−BML
l,kLl,k =

(
idl,k−BJ

l,kLl,k

)νpre
l,k
(

idl,k−P l,kl,k−1B
ML
l,k−1R

l,k
l,k−1Ll,k

)(
idl,k−BJ

l,kLl,k

)νpost
l,k

with Jacobi smoothing (cf. Fig. 2), and restricting in space yields

idl,k−BML
l,kLl,k =

(
idl,k−BGS

l,k Ll,k

)νpre
l,k
(

idl,k−P l,kl,k−1B
ML
l−1,kR

l,k
l,k−1Ll,k

)(
idl,k−BGS

l,k Ll,k

)νpost
l,k

with Gauss–Seidel smoothing, cf. Fig. 3 for an illustration of the two options and Alg. 2 for the
recursive realization of the multilevel preconditioner.

BJ
l,k

Rl,kl,k−1
BML
l.k−1

P l,kl,k−1

BJ
l,k

(l, k)

(l, k − 1)

Figure 2. Two level in time coarsening strategy.

BJ
l,k

Rl,kl−1,k
BML
l−1.k

P l,kl−1,k

BJ
l,k

(l, k)

(l − 1, k)

Figure 3. Two level in space coarsening strategy.

Algorithm 2 Multilevel preconditioner cl,k = BML
l,k rl,k with smoother BSM

l,k = BJ
l,k or BGS

l,k

1: cl,k = 0

2: for ν = 1, . . . , νpre
lk do

3: wl,k = BSM
l,k rl,k

4: cl,k := cl,k + wl,k and rl,k := rl,k − Ll,kwl,k
5: rl−1,k = Rl,kl−1,krl,k or rl,k−1 = Rl,kl,k−1rl,k
6: cl−1,k = BML

l−1,krl−1,k or cl,k−1 = BML
l,k−1rl,k−1

7: wl,k = P l,kl−1,kcl−1,k or wl,k = P l,kl,k−1cl,k−1

8: cl,k := cl,k + wl,k and rl,k := rl,k − Ll,kwl,k
9: for ν = 1, . . . , νpost

lk do
10: wl,k = BSM

l,k rl,k
11: cl,k := cl,k + wl,k and rl,k := rl,k − Ll,kwl,k
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7 A numerical experiment

The code is installed (with user m++ and password m++) and the examples are started by

svn co https://svn.math.kit.edu/svn/M++/SummerSchool
cd SummerSchool
make TimeStepping
make SpaceTime
mpirun -n 4 M++TimeStepping
mpirun -n 4 M++SpaceTime
paraview

The results are found in the log-files in the directory log, vtk-files are in data/vtk and
can be viewed with paraview. Parameters of the configuration can be changed in
TimeStepping/conf/acoustic.conf and SpaceTime/conf/spacetime_acoustic.conf.

t = 0 t = 1 t = 2 t = 3 t = 4 t = 5 t = 6

Figure 4. Solution at different time steps.

Problem configuration We consider an acoustic wave in Ω ⊂ (0, 4)× (−2.1, 6) ⊂ R2 as given
in Fig. 4. At t = 0 we start with the initial conditions

p0(x1, x2) =

{
100 exp(−4(Pmid − x2)2) (1− 4(Pmid − x2)2) if 2|Pmid − x2| < 1,

0 else,

v0(x1, x2) =


(

0,−100 exp(−4(Pmid − x2)2) (1− 4(Pmid − x2)2)
)>

if 2|Pmid − x2| < 1,(
0, 0
)>

else

for all x = (x1, x2)> ∈ Ω. The location in x2-direction of the plane wave is controlled by the
variable Pmid ∈ R. The final time is T = 6, and the right-hand side f = 0.

We consider the linear error functional in the region of interest S = {T} × (1, 3)× (−1, 0)

E(p,v) =
1

|S|

∫
S
p dx

Challenge Compute the value E(p,v) up to an accuracy of approx. 1% with time stepping
methods (see Appendix B) on uniform meshes and with the adaptive space-time method. Find
out by numerical experiments which time step size and which polynomial degree is required for
the time stepping method to achieve this accuracy. The same accuracy should by obtained with
less degrees of freedom with the fully adaptive space-time method.
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Appendix A: An identity for Legendre polynomials

Let λI,k ∈ Pk be the orthonormal Legendre polynomials with respect to the inner product in L2(I)
in the interval I = (tn−1, tn).

Lemma 7.1 We have
(
t∂tλI,k, λI,k

)
0,I

= k for k ≥ 0.

Proof. We prove the result for the orthonormal Legendre polynomials λk ∈ Pk in L2(−1, 1); then,

the general case follows directly from λI,k(t) =
√

2
tn−tn−1

λk

(
2 t−tn−1

tn−tn−1
− 1
)

.

Starting with λ−1 ≡ 0 and λ0 ≡ 1/
√

2, we obtain recursively

(k −m+ 1)∂mt λk+1(t) = (2k + 1)t∂mt λk(t)− (k +m)∂mt λ
(m)
k−1(t) , k > 0 , m ≥ 0 ,

see [AS64, Lem. 8.5.3]. We have ∂tλ0 ≡ 0. For k ≥ 0 we obtain from (k + 1)λk+1(t) = (2k +
1)tλk(t)− kλk−1(t)

(k + 1)∂tλk+1(t) = (2k + 1)λk(t) + (2k + 1)t∂tλk(t)− k∂tλk−1(t) .

Subtracting k∂tλk+1(t) = (2k+ 1)t∂tλk(t)− (k+ 1)∂tλk−1(t) results in ∂tλk+1(t) = (2k+ 1)λk(t) +
∂tλk−1(t). This yields the assertion by(

t∂tλk+1, λk+1

)
0,(−1,1)

=
(
t(2k + 1)λk, λk+1

)
0,(−1,1)

=
(
(k + 1)λk+1, λk+1

)
0,(−1,1)

= k + 1 .
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Appendix B: Time integration for linear systems

We consider time integration methods for the discrete evolution equation (7) in the form

M∂tu+Au = 0 , u(0) = u0 , (17)

where the (symmetric, positive definite, block-diagonal) mass matrix M and the non-symmetric
stiffness matrix A with respect to a discontinuous finite element basis φ1,φ2, . . . are defined by

M =
(

(Mhφk,φj)0,Ω

)
j,k
, A =

(
(Ahφk,φj)0,Ω

)
j,k
.

The coefficient vector of the solution at time t with respect to the finite element basis and the
corresponding element function uh are denoted by

u(t) =
(
uj(t)

)
j
∈ RdimHh , uh(t) =

∑
j
uj(t)φj ∈ Hh .

The solution of this finite dimensional linear problem is given by

u(t) = exp(−tM−1A)u0 , t ≥ 0 , (18)

where exp(·) is the matrix exponential function. For a fixed time step τ > 0 we compute approxi-
mations un ≈ u(tn) for tn = nτ . For one-step methods the approximations to the solution of (17)
can be written as

un+1 = Φn(−τM−1A)un , n = 0, 1, . . . , (19)

where Φn denotes the stability function of the method.

Explicit Runge-Kutta methods For an m-stage explicit Runge-Kutta method, Φn is a fixed
polynomial of degree m, which approximates the exponential function in a neighborhood of zero.
For instance, for the classical forth-order Runge-Kutta method we have m = 4 and

Φn(ξ) = 1 + ξ +
1

2
ξ2 +

1

6
ξ3 +

1

24
ξ4 , for all n .

Each time step requires m multiplications with A and m solutions of linear systems with the
block-diagonal matrix M . These methods are simple to implement and computationally cheap,
but the main disadvantage is the stability issue: all explicit Runge-Kutta schemes have a bounded
stability region requiring time steps proportional to h−1 for first-order systems (CFL condition).

Implicit Runge-Kutta methods Implicit m-stage Runge-Kutta methods use a fixed rational
function Φn with numerator and denominator degree at most m to approximate the exponen-
tial function. For hyperbolic problems as considered in this paper, Gauß collocation methods
are particularly attractive [HW96, Chap. IV]. Here, Φn is the (m,m) Padé approximation to the
exponential function. Gauß methods are A-stable and thus do not suffer from restrictions on the
time step size τ for stability reasons. For m = 1 the the implicit midpoint rule is given by

un+1 = un − τ
(
M + τ

2A
)−1

Aun .

For m > 1, a factorization into (in general complex) linear factors numerator and denominator is
required. Each time step requires one matrix-vector multiplication with A, two with M + γτA for
some (complex) coefficient γ and m solutions of linear systems with such coefficient matrices.
Note that the stability property (12) for the upwind discretization shows that the linear system is
dissipative, so that the implicit Gauss collocation methods are well-defined for all time steps.
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Polynomial Krylov methods An alternative to explicit or implicit Runge-Kutta methods, for
which the stability function Φn in (19) is fixed for all time steps, is to choose Φn adaptively. This
can be accomplished by Krylov subspace methods. Standard Krylov subspace methods compute
an approximation to x = exp(−τM−1A)un in the polynomial Krylov space

Km := Km(M−1A, un) = span
{
un,M−1Aun, . . . , (M−1A)m−1un

}
.

The approximation proceeds in two steps. First, a basis of Km is computed by the Lanczos or
by the Arnoldi algorithm. Here, we only consider the Arnoldi algorithm with respect to the inner
product (·, ·)M . This yields a matrix V m = [v1, . . . , vm] ∈ RN×m and an upper Hessenberg matrix
Hm ∈ Rm×m such that

AV m = M V mHm + hm+1,mM vm+1 e
T
m, V T

mM V m = Im . (20)

The M -orthogonality of V m shows that Hm = V T
mAV m. Now the approximation is given as

exp(−τM−1A)un ≈ V m exp(−τHm)V T
mM un ,

see [GS92, Saa92]. Inserting V T
mM un = ‖un‖M e1 this yields the polynomial approximation

un+1 = ‖un‖M V m exp(−τHm)e1 = Φn(−τM−1A)un (21)

for some polynomial Φn of degree at most m− 1, which is chosen automatically.

Algorithm 3 Polynomial Krylov method
1: Input: M , A, v, τ , MaxIter, Tol
2: Output: xm ≈ exp(−τM−1A)v, m ≤ MaxIter, estimated error ≤ Tol
3: β = ‖v‖M , v1 = v/β
4: for m = 1, 2, . . . ,MaxIter do
5: w = Avm
6: solve M vm+1 = w
7: for k = 1, . . . ,m do
8: hk,m = vTkw
9: vm+1 = vm+1 − hk,mvk

10: hm+1,m =
∥∥vm+1

∥∥
M

11: vm+1 = vm+1/hm+1,m

12: y
m

= β exp(−τHm)e1

13: δm =
∥∥∥y

m
− [y

m−1
; 0]
∥∥∥ / ∥∥∥y

m

∥∥∥
14: εm = 1 +

∥∥∥y
m

∥∥∥
15: if δm < 1 then
16: εm = min

(
1 +

∥∥∥y
m

∥∥∥ , δm/(1− δm)
∥∥∥y

m

∥∥∥ )
17: if εm ≤ Tol then
18: break
19: if m ≥ MaxIter and εm > Tol then
20: no convergence
21: xm = [v1, . . . , vm]y

m

The stopping criteria in Line 17 of Alg. 3, was introduced in [vdEH06], see also [BGH13] for a
detailed investigation of residuals of the matrix exponential. Here, δm is an estimation of the
relative error ‖xm − x‖M / ‖x0 − x‖M in the mth Krylov step. Note that y

m
has to be measured in

the Euclidean norm; since for xm = V mym, we have ‖xm‖M = ‖y
m
‖.
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