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NLS IN THE MODULATION SPACE M, ,(R).

N. PATTAKOS

ABSTRACT. We show the existence of weak solutions in the extended sense of the Cauchy
problem for the cubic nonlinear Schrédinger equation in the modulation space Ms ,(R),

1§q§2andsEO.Inaddition,foreithersZOandlgqggor%<q§2and
1

s> % -, we show that the Cauchy problem is unconditionally wellposed in M3 ,(R). It
is done with the use of the differentiation by parts technique which had been previously
used in the periodic setting.

1. INTRODUCTION AND MAIN RESULTS
In this paper we study the one dimensional cubic NLS:

() g — Uge £ [ulPu=0 , (t,7) € R?
u(0,x) = up(z) , veR

with initial data ug in the modulation space Miq(R). We are interested in existence of
solutions and in unconditional wellposedness of the problem. Modulation spaces were
introduced by Feichtinger in [6] and have been used extensively in the study of nonlinear
dispersive equations. See [I3] for many of their properties such as embeddings in other
known function spaces and equivalent expressions for their norm. Since their introduction,
they have become canonical for both time-frequency and phase-space analysis since they
provide an excellent substitute in estimates that are known to fail on Lebesgue spaces.
Let us mention some already known results on local wellposedness of NLS with initial
data in a modulation space. From [6] (Proposition 6.9) it is known that for s > 1/¢' or
s > 0 and ¢ = 1 the modulation space M, (R) is a Banach algebra and therefore an
easy Banach contraction principle argument together with the fact that e”® is a bounded
operator from My  (R) to itself (see [2] and [3]) implies that NLS (/1) is locally wellposed for
ug € M, ,(R) with solution v € C([0, T]; M, ,(R)), T > 0. Also in [§] the case up € Mz 4(R),
2 < ¢ < 0o, was considered which is a space that does not belong to the previous family of
Banach algebras.
The definition of modulation spaces is the following: Set Qg = [—%, %) and Qr = Qo+ k

for all k € Z. Consider a family of functions {0y }rez C C*°(R) satisfying

e dc>0:VkeZ:VneQy: lox(n)| >c,

o Vk€Z: supp(or) C{{eR: |-kl <1},

® D kez 0k =1,
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2 N. Pattakos

evmeNy: 30, >0: VEk€Z: VaeN: a<m= || D%y < Cn
and define the isometric decomposition operators

(2) O := FC Yo F, (VkeZ).

Then the norm of a tempered distribution f € S’(R) in the modulation space M,  (R),
seR,1<p,g<oo,is

1 1
3) 1y, = (Dot o) = (300 + k) I0es12) 7
kEZ kEZ

with the usual interpretation when the index ¢ is equal to infinity. Different choices of
such sequences of functions {oy}rez lead to equivalent norms in M (R). When s = 0
we denote the space Mz?,q(R) by My 4(R). In the special case where p = ¢ = 2 we have
Ms;,(R) = H*(R) the usual Sobolev spaces. Here we will use that for s > 1/¢’ and
1 g P, q < 00, the embedding

(4) My (R) = Cy(R) = {f : R — C/ f continuous and bounded},

and for (1 <pi <p2<o0,1<q <00 s 2s)or(1<p < <o,
I1<q<q <o0,81 >822+ q% — qil) the embedding

(5) My g, (R) = M2, (R),

are both continuous and can be found in [6] (Proposition 6.8 and Proposition 6.5). Also, by
[13] it is known that for any 1 < p < oo we have the embedding M, 1 (R) — LP(R)NL>(R)
which together with the fact that Mss(R) = L?(R) and interpolation, imply that for any
p € [2,00] we have the embedding M, ,»(R) < LP(R). Later in Subsection 2.4 we will use
this fact for p = 3, that is

(6) My s (R) < L(R).

In order to give a meaning to solutions of the NLS in C([0, 7], M24(R)) and to the nonlin-
earity N (u) := u|u|?* we need the following definitions which first appeared in [4], [5] where

power series solutions to the cubic NLS was studied (see also [7] for similar considerations
on the KdV):

Definition 1. A sequence of Fourier cutoff operators is a sequence of Fourier multiplier
operators {Tn}nen on 8’ (R) with multipliers my : R — C such that

e my has compact support on R for every N € N,
e my is uniformly bounded,
o limy_oomy(x) =1, for any z € R.

Definition 2. Let u € C([0,T], M3 ,(R)). We say that N(u) exists and is equal to a
distribution w € S'((0,T) x R) if for every sequence {In}nen of Fourier cutoff operators
we have

(7) lim N(Tyu) = w,

N—oo
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in the sense of distributions on (0,7) x R.

Definition 3. We say that u € C([0,T], M3 ,(R)) is a weak solution in the extended sense
of NLS if the following are satisfied
o u(0,z) = up(x),
e the nonlinearity N'(u) exists in the sense of Deﬁnition@
e u satisfies in the sense of distributions on (0,T) x R, where the nonlinearity
N (u) = ulu|® is interpreted as above.

Our main result which guarantees existence of weak solutions in the extended sense is
the following:

Theorem 4. Let 1 < ¢ < 2 and s > 0. For ug € qu(]R) there exists a weak solution
in the extended sense u € C([0,T]; M3 (R)) of NLS with initial condition ug, where
the time T of existence depends only on |luol|asg . Moreover, the solution map is Lipschitz
continuous.

Remark 5. The restriction on the range of ¢ appears by the construction of the solution
of the NLS. That is, we decompose the NLS into countably many parts and at the end we
sum all of them together. In order for the summation to make sense in the appropriate
space we obtain 1 < g < 3 (see remarks after below). Moreover, when estimating the
resonant operator R} in Lemma [10] the restriction ¢ < 2 appears naturally.

The next theorem is about the unconditional wellposedness of NLS with initial data
in a modulation space, that is, uniqueness in C([0,77, M5 ,(R)) without intersecting with
any auxiliary function space (see [I1] where this notion first appeared):

Theorem 6. For ug € Miq(R), with either s > 0 and 1 < g < % or % < qg <2 and
s > % — %, the solution u with initial condition ug constructed in Theorem 1S unique in
([0, 7], M5 4(R)).

Remark 7. When g = 2 the value s = % is also allowed in the previous theorem since then

1
we have the space My o(R) = H%(R) — L3(R).

For its proof we are going to use the differentiation by parts technique that was in-
troduced in [I] to attack similar problems for the KdV equation but with periodic initial
data. In [9] this technique was used to prove unconditional wellposedness of the periodic
cubic NLS. In this paper we use this technique to attack an NLS with a continuous Fourier
variable, in the sense that our initial data is far from being periodic. For this reason there
are some major differences and some difficulties that do not occur in the periodic setting.
We follow very closely the ideas of [9] but we have to replace numbers and estimates for
sums of numbers by operators and estimates for sums of suitable operator norms. This
will become clearer in the next section where the proofs of Theorem [ and Theorem [6] will
be given. Here let us mention that a similar approach was used in [14] to study the cubic
NLS and the mKdV on the real line and obtain unconditional wellposedness results with
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initial data in the Sobolev space H*(R). Finally, similar techniques were used in [12] to
study the quadratic nonlinear Klein-Gordon equation.
Since we are interested in the space M3 (R) there is a more convenient expression for

its norm which is the one we are going to use in our calculations. Let us denote by [, the
frequency projection operator F (_1)1[k,k+1]]'— , where 1j ;1] is the characteristic function
of the interval [k, k + 1], k € Z. Then it can be proved that

1

(8) 1l ~ (D (R0 18) "
kEZ

or in other words, the two norms are equivalent in M3  (R).

To conclude this section, firstly, we need that for S(t) = e the Schrodinger semigroup
we have the equality:

(9) 1S(@) fll2 = [[f]l2;

and secondly, we need the multiplier estimate (see [13], Proposition 1.9):

Lemma 8. Let 1 < p < oo and 0 € C°(R). Then the multiplier operator T, : S(R) —
S’(R) defined by
(Tof)=F o f), VfeS®)
is bounded on LP(R) and
175 | e @)= 2r®) S 151121 (R)-
A useful consequence is that for 1 < p; < ps < 0o the following holds:

(10) 10 fllp> < 10k lps

where the implicit constant is independent of k and the function f. This is done by con-
sidering a "fattened” function ¢ which is identically 1 on the support of og and then by
defining 6 (¢) = 6o(& — k), Oy, = F 16, F, for k € Z, we have that

10k Fllpe = 1060k lpe = IF(G)* 0w llpe < IF @) 10kF oy = IF (G0l 100 Fllpa

where we applied Young’s inequality with indices 1 + p% = % + p% and we used that all &y
are translations of &¢.

Let us also recall the following number theoretic fact (see [10], Theorem 315) which is
going to be used throughout the proof of Theorem [4; Given an integer m, let d(m) denote
the number of divisors of m. Then we have

log m
(11) d(m) S e“Pslosm = o(m),

for all € > 0.
Lastly, before we proceed into the next section let us fix the notation: For a number

1 < p < co we write p’ for its dual exponent, that is the number that satisfies %Jrl% =1. We

denote by S’(R) the space of tempered distributions and by D’(R) the space of distributions.
For two quantities A, B (they can be functions or numbers) whenever we write A < B we
mean that there is a universal constant C' > 0 such that A < CB.
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Next section consists of four subsections. In Subsection 2.1 the first steps of the iteration
process are presented and in Subsection 2.2 the tree notation and the induction step finish
the infinite iteration procedure. Then, in Subsection 2.3 Theorem 4] is proved where the
solution is constructed through an approximation by smooth solutions and in Subsection
2.4 the unconditional uniqueness of Theorem [f] is presented under the extra assumption
that the solution lies in the space C([0,T], L3(R)).

2. PROOF OF THE MAIN THEOREMS

2.1. The first steps of the iteration process. In this subsection we present the first
steps of the differentiation by parts technique adapted to the continuous setting, that is
NLS with initial data that is not periodic. Since it is the first time that this is done,
we try to be detailed for the interested reader. We will also use the same notation as in [9]
so that a direct comparison between the two papers can be made and the differences can
be emphasised.

From here on, we consider only the case s = 0 in Theorem [ since for s > 0 similar
considerations apply. See Remark at the end of Subsection 2.2 for a more detailed
argument. Also, as we mentioned before we are going to use expression for the norm
in M 4(R) and for convenience we will write [J,, instead of O, and oy, instead of Lk k1)

For n € Z let us define

(12) un(t, ) = Oyul(t, z),
(13) o(t,z) = " u(t, x),
(14) on(t, z) = €0, (t, ) = Op[(e™u(t, 2)] = Opu(t, z).

Also for (&,£1,&,&3) € R* we define the function
¢(€a£17€2?£3) = 52 - 6% + E% - éga

which is equal to

@(57 517 527 §3> = 2(5 - 51)(5 - 53)7
if € =& — & + &3. Our main equation implies that

(15) 104ty — (Un)ze £ On (Jul?u) = 0,
and by calculating (v =), Ogu)
Oy (vaw) = 0O, Z Upyy Upg Upg = Z O [tn, Uny Uns ],
ni,n2,n3 ni—ns+n3<n

where by =~ n we mean = n or =n + 1 or = n — 1. Later, during the calculations we will
also write £ &~ n where £ is going to be a continuous variable and n an integer. By that we
will mean that £ € [n,n + 1) or more generally that £ is in an interval around n.

Next we do the change of variables up (t, z) = e "%, (¢, z) and arrive at the expression
(16) Oy, = £i Z O, <eita§ [e_itagvm . eita?f@m . e_itagvng]).

ni1—ns+nsxn
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We continue by presenting the first steps of our splitting procedure. Define the 1st gener-
ation operators by

(17) }L,t (Unl Uiy Unig ) (1:) -0, (eitai [e—itai VU, - eitﬁi T,y - e—itai Un3]> ’

and continue with the splitting

(18) Opon =Fi Y W (Uny gy Ung) = > b Y

ni—ns+nzxn ni=n nign¥gns
or
nax<n

We define the resonant part

19 By@)(n) = Ri@)n) = (30 Q'+ 3 Q1) = D Q' (nr vy
nixn nyxn ni=n
and
nax<n
with R} being equal to the sum of the first two summands and R} being equal with the
last summand, and the non-resonant part

(20) Ni(v)(n) = Z Qu" (Vs s Uns ),
n1EnEn3

which implies the following expression for our NLS (we drop the factor +i in front of the
sum since they will play no role in our analysis)

(21) Oyvn = Ry(v)(n) — R (v)(n) + Ni(v)(n).

Remark 9. In the following part of the paper a series of lemmata will be presented. Unless
stated otherwise we will always assume that 1 < ¢ < oo.

For the resonant part we have the lemma:

Lemma 10. For j =1,2
IR (0)lliaz S N0l
and
1R (v) = Rj(w)lliazz S (I0ll3s,, + llwllzs, )llv = wlaz,-

Proof. Let us start with RY. By definition for fixed n, R}{(n) consists of finitely many
summands, since [n — n1|,|n — n3| < 1 and |n — ny| < 3. We will handle Q" (vn, U, vn)
and the remaining summands can be treated similarly. Since,

182 152 02 .. 02
Q' (Vs By o) = Oy, (e’taﬂc [e™ 02y, . g, . e~ Un]),

and since the Schrédinger operator is an isometry on L? our claim follows by Bernstein’s

inequality (see Lemma [8). For the difference R!(v) — RY{(w) we have to estimate terms

192 192 192 .
of the form |e~ "%, |?|e”*% v, — e "%, | in the [9L? norm. For the L? norm we apply

Hoélder’s inequality and obtain the upper bound

le™ "% vy |§lle ™% vy — e~ R wn |y S lle™ P vn|[3]le "0 — e R wn |2 = onl3llon —wnll2,
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where we used and @D, and then proceed with the [? norm as

1 1
(D lenli3llen = walld)* < (sup lonll3) (3 v = wallg) * = ol o o = wllass,-
nez nel

ne’

From (5)) we have ||v|as, ., < |[v]/as,,, Which finishes the proof. Similar considerations apply
to all other lemmata of the paper where estimates of the same form appear.
For the R operator, it suffices to estimate the sum

Z Q;(Um s Unys Ung)

ni1—n2+nzxn
nix<n

which consists of finitely many sums depending on whether ny = n — 1, or n; = n, or
n1 =n + 1. Let us only treat

., 02 _ 192 _ 192
0, eztax (6 ztaﬁvn E : |€ zt@acvng|2>7
Nno€Z
since for the remaining sums similar considerations apply. The L? norm equals

150 (D2t | S [ D2 tma ]|, < D7 [fmbunal[, < D Hetnllalns 13
no€Z no€Z

na€ n2€

where we used that the Schrédinger operator is an isometry in L?, Lemma |8 and Holder’s
inequality. With the use of this last sum is bounded from above by Hun|]2||u||§w2 , and

since 1 < ¢ < 2 we can use the embedding (9 < [? to arrive at ||UnH2HUH%\/[2 ,- Then, the 19
norm in the discrete variable implies

IRS(0)lliaz2 S 0llis, -

For the non-resonant part N{ we have to split as
(22) Ni(v)(n) = Ni; (v)(n) + Nip(v)(n),

where

Nfl (’U) (7'1,) = Z Q%L,t (vn1 ) ﬁnz ) Un3)7
AN (n)

and

(23) An(n) = {(n1,n9,n3) € Z> : ny — ng + ng =~ n,ny & n#nz,|®(n,n1,ne,n3)| < N}
We also define the set

(24) An(n)¢ = {(n1,n2,n3) € Z® : ny —ng+nz ~n,n1 % n 4% nz, |®(n,n1,ny,n3)| > N}.

The number N > 0 is considered to be large and will be fixed at the end of the proof.
With the use of inequality we estimate NY, as follows:
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Lemma 11.
ING @)z S N7 ol
and
N1y (0) = Nty ()2 S N%(HUH?\@,(] +[lwllig, )0 = wlias,-
Proof. Obviously,
INF ()22 < D 1QR (Vnys g g )| 2,

which from @D, Lemma |8 and Holder’s inequality is estimated above by
D Nty tinytnglle < Nty |l zo s [ 6 ltwng | o
An(n) An(n)

Here we make use of and Holder’s inequality in the discrete variable to obtain the
upper bound

1
> Nty 2 ltm 1 2 oma 2 < ( Z )7 ( Z ot 12 1t 2 e 92)

An(n) (n)
Fix n and p € Z such that |u| < N. From there are at most o( N°") many choices for
n1 and ng, and so for ny from n ~ n; — ne + ng, satisfying
w=2(n—mni)(n—ng).

Therefore, we arrive at

s .
ING @)z S N7 (30 Z o s [ i 19 )
and this final summation is estimated by Young’s inequality providing us with the bound
(lullazz,, = ll0llaz,)
1
L4
1Nty () a2 S N7 ol
0

In order to continue, we have to look at the N{, part more closely keeping in mind that
we are on Apx(n)¢. Our goal is to find a suitable splitting in order to continue our itera-
tion. In the following we perform all formal calculations assuming that v is a sufficiently
smooth solution. Later, in Subsection 2.4 we justify these formal computations also for
v e C([0,T], M5 ,(R)), with 1 < ¢ < ,5200r%<q§2,8>§—é.

From (|17)) we know that

‘F(Q#t(vnla@nmvna))(g) :Un(g) /1%2 ) 53)~ (51)’”712({ fl 53)ﬁn3<§3) d£1d§37
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and by the usual product rule for the derivative we can write the previous integral as the
sum of the following expressions

e~ 2tE-E)(E—E) ) )
@) (on®) [ ey P ()€~ €~ )0 (&) derdes) -
e~ 2it(6—€1)(6—€3)

On ;
© Je i e - &)
Therefore, we have the splitting

O (s (€)1 € — &1 — &)y (&) ) dd

(26) F(QY) = 0 F QYY) — F(Ty')

or equivalently

(27) Q’}L’t(vnl’ﬁn27 Ung) = at(erz’t(Umal_’nza Ung)) — Té’t(vmaﬁnzavns),

which allows us to write

(28) Niy(v)(n) = 8:(Ng; (v)(n)) + Nia(v)(n),

where

(29) Nél(v)(n) = Z Q’}L’t(vnl7ﬁn27vn3)7
AN(n)C

and

(30) Nip()(n) = > Ty (Uny, Ty, Vng)-
An(n)e

Moreover, we have

ﬂm (fl)ﬁnQ (5 - gl - 53)'[%3 (53)

F(@A (w0 (€) = ¢ ) [ el TL wdss,
and we define
(31> ./T(R#t(unl ’ an2’ Un;,»))(f) _ Un(f) /]R2 Uy (51)1(5712_(§§1_) (fg :gj))’ll/na (53) dﬁld&’),
which is the same as the operator
1,t — _ 1w wm (fl)ﬁ’nz (5 — & - 53)717713 (53)
(32 RY oy w0)0) = [ e (¢ e BL ) gty gy

Writing out the Fourier transforms of the functions inside the integral it is not difficult to
see that

(33> R7117t(wn17wn2awn3)(w) = 3 Kél)(x,xl,y,xg)wm (‘r)wnz (y)wn3 (1‘3) da:ldyda;g,
R
where
i - in(z—y)+i - n +77+‘53)
KD (2, 21,9, 2 :/ gié1(a—a1) +in(a—y)+iga(e—za) On(El dé dides =
v = L o+ &) + &) 11

}'_lpg)(:n — T, —Y,x — T3)
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and
on(&1 +n+&3)

(1) _
P (517 1, 53) - .
" (n+ &)+ &)
The important estimate that the operator Q}{t satisfies is described in:

Lemma 12.

) o [[vna ll2/|vns [l2]|vns]l2
(34> ||Q}L’t(vn17vn27vn3)”2§ ‘:11—77/17’2”—7:;| .

Proof. Observing that F(Qn' (vn,, Uny, Uns))(€) = e 8 F(RY (0n,, Ty, vny ) )(€) it suffices
to estimate the L2 norm of the operator Rp". By duality, let g € L2, ||g||2 # 0, and consider
the pairing

(35) ’<R711’t(vn1777n277)m)a9>’ = ‘/R]:(R}z’t(”ma”nza”ns))(g)]:(g)(f) df‘ =
. By (€1)Uny (€ — &1 — €3) 0y (€3) B
| [ ot ) TS IO G (€000 () dnderdes| =
] a0 om0 000y (€0) drdndss|.

where these three intervals are the compact supports of the functions o, ,Un,, n, (See
). By Holder’s inequality we obtain the upper bound

1
ol llellnallaions o [ [ [ later+ e+ e derdndca)”
Iny JIng JIng
and the last triple integral is easily estimated by
. 1 1
19ll2 (n[[Tns)2 = llgll2 ([Tna]Hns )2

Therefore, the following is true

”Q}L’t(vmv’l—}nzvv%))”? = |’R711’t(vn1,17n2,1}n3))H2 5 ”Pg)HoouvmH2HUH2H2HU%H%
and since & =~ n1, N = —ng and &3 = n3 we obtain
1
W) <
”pn HOO ~ ‘n_n1|’n_n3|7
which finishes the proof. O

Remark 13. Notice that Lemma (this observation applies to Lemma [21] too) is true
for any triple of functions f, g, h that lie in M5 4(R) and the only important property is
that they are nicely localised on the Fourier side since we consider their box operators
On, f,Onyg and Oy h. Also, the same proof implies that the operator Q}@’t(vnl,ﬁm,vng)
satisfies the estimate

(36) HQ}{t(Um’@nz? Un3)||2 S anl HQHUHQ HQHUHS ”2
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These observations will play an important role in Lemma [25] of Subsection 2.3 and Lemma
28] of Subsection 2.4.

Here is the estimate for the NI, operator:
Lemma 14.
1N @)lhoze S N7 (ol
and )
IN$, (v) = Ngy ()2 S N7 (Jolig, + [0l )l = wlan,
Proof. From Lemma, [12] we have
M@ < 3 1O o) 3 Al lenalellvealz

An(n)e Ay I malln =gl

and by Holder’s inequality the upper bound

1 7 q q q)tlz
(> grmmmmme)” (2 Ton o e 7)
An(n)e An(n)e
The first sum (for 4 = |n — ny||n — ng|) is estimated from above by (with the use of (11])
oo
>

q/
pu=N-+1 K

€

1
)q’ ~ (NH=0 )7 = N7
)

and then with the use of Young’s inequality we arrive at
R ETITE!
N3y () iz S N7 ol
as claimed. 0

To the remaining part N4, we have to make use of equality depending on whether
the derivative falls on 9y, or ¥, or ¥,,. Let us see how we can proceed from here:

Ni(0)(n) = =20 > QK (Ry(0)(m1) = REW)(01), Dy, vny) + Qb (NF(©) (1), Dz vy
An(n)©

plus the corresponding term for d;v,, (the number 2 that appears in front of the previous
sum is because the expression is symmetric with respect to vy, and vy,). Therefore, we
can write N, as a sum

(37) Ny(v)(n) = Ny(v)(n) + N3(v)(n),
where N(v)(n) is the sum with the resonant part R, — RY. The following Lemma is true:

Lemma 15. )
IN{ ) liazz S N7 o3,
and
NG ) = Ni(@)llarz S N7 (lollds, . + lwlls, o = s,
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Proof. Follows by Lemmata [10] and [14] in the sense that we repeat the proof of Lemma
and apply Lemma [10| to the part RS(v)(ny) — RY(v)(ny). O

To continue, we have to decompose N even further. It consists of 3 sums depending on
where the operator N{ acts. One of them is the following (similar considerations apply for
the remaining sums too)

(38) Z Qvlzyt(Nf(v)(nl)aanwvnQv
An(n)©
where
Nf (v)(n1) = Z }th (Umy s Umg, Umg),
m1FEn1#ms

and n1 = mi; — mg + m3. Here we have to consider new restrictions on the frequen-
cies (my, ma, ms,na,n3) where the "new” triple of frequencies mj, mo, ms appears as a
"child” of the frequency n;. Thus, we define the set (u1 = ®(n,n1,n9,n3) and pe =
®(n1, m1, ma, ms))
_1

(39) Cr = {lp + p2| < 5% |~ 700},
and split the sum in as
(40) Z > Z Z = N4, (0)(n) + Niy(v)(n).

(n)e C1
The following holds:
Lemma 16. .

2 — 1+
IN51(0)[lrae S N7 71007 o3y, s

and

2 1 g4
IN31 (v) = Ny (w) [z S N7~ 007 (|[ollag, , + [wla, o = wllaz, -

Proof. From we know that for fixed n and puq, there are at most o(|u1|T) many choices
for ny and n3 and for fixed n; and ps there are at most o(|ug ) many choices for m; and
ms. From we can control po in terms of uq, that is |us| ~ |p1|. In addition, for fixed

|pe1] there are at most O ],ul\l_ﬁ) many choices for ps. Therefore,

HN?fl( )2 < Z Z”Qlt ni Uml,va,va) Uy Ung)ll2 S

An(n)e C1

D> [0ma l[2]|vmsl2 1l Vms ll2]|vns ll2[|vns 12

Powetire |n — ni|jn — na|

p' ﬁ* 1
(Y 2y Zuvmlu e gl ms I8 1one Gl ena 13)

p=N+1 An(n)e
and then by taking the [¢ norm in n and applying Young’s inequality we are led to the
desired estimate. O
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For the Ni, part we have to do the differentiation by parts technique which will create
the 2nd generation operators. Our first 2nd generation operator Q%’t consists of three sums

qln_ Z ZQltNl )1_}71277}713)7

An(n)e Cf

q2n: Z ZQlt vm:Nt (v)(n2), vny),
An(n)e Cf

an = Z ZQ Unlvﬁnzva(v)(ni%))'
An(n)e Cf

Let us have a look at the first sum q%f1 (we treat the other two in a similar manner). Its
Fourier transform is equal to

e~ 2it(§—81)(£—¢3) F(N N A dend
> on® | e gy T HO0)E) s € & — E)ina () deadss,

An(n)e Cf

where
F(Ni(v)(n1))(&)

equals

S omle) [ e OO (€61 — € — )i (6) dfs

ni~mi—msa+ms
mi1%niEms

Putting everything together and applying differentiation by parts we can write the integrals
inside the sums as
efit(ﬁul +M2)

at (Un (f) /]R‘l On, (gl)mﬁrm (gi)ﬁmz (gl _gll_gé)@mg (gé)la}nz (5_51_53){%3 (§3)d§1d£g’,dfld§3)

minus
eiit(ul +/’L2)

On (5) /]1{4 On, (51) mat (@m1 (gi)émz (51 _5/1 _fé)@mg (é.é)’f)ng (g_gl_&’))ﬁng (53)) dfidfédfldgg,

where p1 = (£ — &)(§ — &) and po = (§1 — &1)(& — &). Equivalently,

(41) Flai) = 0dry) — F(riy).

Thus, by doing the same at the remaining two sums of Q?L’t, namely qufl, qgjfl, we obtain
the splitting

(42) F(Qr") = o F Q') = F(TY).

These new operators (ji ;ﬁ, 1=1,2,3, act on the following ”type” of sequences

~2,1
a4, n(vm1 » Uma» Umss Ung s Un3)

with mq — mo + m3 &~ n; and ny — ny + ng =~ n,

~2,t
QQ n(vnl 9 Uml ) Umza Umg,a U7L3)
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with mq — ms + m3 =~ ng and ny — ny + ng =~ n, and
2t _ _
q37n (Unlvnz 9 Um1 9 Umza Umg)a

with mq — mo + m3 =~ ng and ny — ny + ng =~ n. )
In order to proceed we need a similar lemma for the operator Q?{t as the one we had
for Q" (see Lemma . Here we state it only for cﬁi (remember that we look only at

frequencies on Ay (n)¢ and Cf):

Lemma 17.

(43)
2t - - [V l211vms |2 |vms [|2]lvns l[2 [ vns ll2

" (Umy s Umgs Ums s Ungy U < .
I35 (vm s Dz Vg Pras Vna)ll2 5 In —ni|ln —ns||(n —n1)(n — n3g) + (n1 —mq)(n1 — m3)|

Proof. Writing out the Fourier transforms of the functions inside the integral of F (cﬁfl) it
is not hard to see that

2.t _ _ —ite? _ _
]:((h,n(vrm y Umay Umgs Ung, 'Ung)) € =e e ]:(R%,I;Ll (Umy > Uy Umg, Ung s Ung N(E)s
where the operator

(44) Riﬁn (wml s Wing s Wing, Wy, wns)(x) =

/R5 Ky(z?q)zl ($7 ljl? ylv ZL‘%, Y, x3)wm1 (mll)wﬂw (y,)wms (xg)wnz (y)wng (1‘3) dm'ldy'dxgdydxg

and the Kernel KT%)M is given by the formula

(45) K(2) (x,x'l,y',xg,y,xg) =

n,ni

/ [ (@—ai)inf 2=y ) +igh (z—a5)+in(—y)-+its (2—s)]
R5

on(& +1 + & +n+E&)on, (€] + 1 + &)
m+n+&+&)M+E)n+n+& +8)n+E&)+ (0 +&) +&5)]

(F o2, )@ — ahyx — o w — 2w — g, — w),

d€|dn'dgydndés =

(2)

and the function py, n, equals
on(& + 1 + &+ 0+ E)on (& + 1" + &)
(m+n +& +&) M+ &) +n +& +8)(n+ &)+ (' +6)0 + &)

The operator R%’fm is estimated in L? as in the proof of Lemma [12| and the function p@“
plays the same role as the function pg) did for R}{t, therefore,

0%2,211 (fi: 77/7 fﬁl’n m, 53) =

HREL’,tm (Vi s Uma s Vmsgs Ungs Ung)|l2 S Hp7(12,211HOOva1”2va2H2||vm3H2|’UNQHQHUNBHQ7
and since & ~my,n &~ —mg, & ~ mg,n = —ng, {3 ~ ng we obtain
1
nilln — n3l[(n —n1)(n —n3) + (n1 —ma)(n1 — ms)|’
which finishes the proof. O

2l % 1
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Remark 18. The operator q3 satisfies exactly the same bound as q1 since the only
difference between these operators is a permutation of their variables. On the other hand,
the operator q2’n is a bit different, since instead of taking only the permutation we have to
conjugate the 2nd variable too. Thus, a similar argument as the one given in Lemma
leads to the estimate

(46)

2.1
I

() 21|V 2/l 2|V 21|V 2
QZn(vnl’vml’vm2’Um5avn5)H2S |( || n1|| || m1|| H m2|| || ms” || ng”

n—n1)(n —n3)|[(n —n1)(n —nz) — (n2 —my)(n2 — ms)|

which is not exactly the same as the one we had for the operators (ji’fl, qﬁgg since in the
denominator instead of having 1 + p2 we have pq — p2 (11 = (n —nq)(n —ng) and in the
first case pg = (ny —my)(ny —ps), my, ms being the ”children” of n;, whereas in the second
case g = (ng — mi)(ng —ms), m1, mg being the ”children” of ng). It is readily checked
that this change in the sign does not really affect the calculations that are to follow.

This Lemma allows us to move forward with our iteration process and show that the
operators

3
(47) NO@m) = 3 3 Q=3 Y3

and

(48) Nvg Z Z <~2t ) - Ri(v)(ml)v@mwvms’@n2’vn3)+

An(n)e CF

Cﬁ:; (Uml’ Ré (U)(mQ) - R% (U)(m2)v Ums ) Una; vns)Jr‘ : +q?2,:; (Un1@n2, Uy Uy, Ré (U)(m3)*Rli (v)(m?)))) )

are bounded on [9L2. The operator N ) appears When we substitute each of the derivatives

by the expression given in Notice that the operator N, (3)

)

in the operator 32

zlzn

has three summands and the operator NT( has 3 -5 = 15 summands. Here is the claim:

Lemma 19.
3 o4 121
HNé )(v)quLz S N tooty 100q/+”””?\42,q,

and

ING (v) = N§P (@)llpagz € N~2H 10000 =00 (|Jof| 4, + llwlldg, )llo — wllas,-

_ 1,2 1
INO () [jaz S N7F10+ 7 000 ]|,
and

oy loy2 1
||N7§3)(U) _ Nr(3)(w)||l‘1L2 <N 100 T o/ ~ Toog (HUH?W?,q + ||u)H%42!q)”v — wHMQ,q'
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Proof. Let us start with the operator N ) and for simplicity of the presentation we will
consider only the sum with the term q1 . As in the proof of Lemma |16| we have from .

that for fixed n and p; there are at most o(|u1|") many choices for ny,ns,ng (such that
(n—mn1)(n—n3) = p1) and for fixed n; and po there are at most o(|us|™) many choices for
mq,mg, m3 (such that (n; —mq)(n1 —mg) = pg). Thus, from Lemma [17| we obtain

Z Z H(Iln vmuvmzavmsvvnwvn:a)HZ S

An(n)e Cf
S [[0ma l[2]|vms |2l Vms ll2][0ns ll2]vns |12
s I = mlln = nsf|(n = n1)(n —ng) + (1 —ma)(n1 —ms)|
and the RHS is equal to

D> [[0ms [|2][0ms l|2][Vms l|2][vns |2 ][ ons 2

Prrnir |l + p2

which by Holder’s inequality is bounded above by

1 1
+ +\ q q q q q\4q
}j }jw ,Mu bl )7 (32 3 s e e e W 1)

An(n)e CF

By a very crude estimate it is not difficult to see that the first sum behaves like the
oyl 42 1

100ty 100t Then, by taking the I norm and applying Young’s inequality
(3

for convolutions we are done. For the operator N, ) the proof is the same but in addition
we use Lemma [10| for the operator R} — RY. O

number N

The operator that remains to be estimated is defined as

(49) N Z Z (~2t ) (1M1), Oy s Uy, Uny s Ung )+
An(n)
q%fm(vml ) Nf(’l))(mg), Umg > Ung, UTL3) +..F dg:;(vnlﬁngyvml » Umag s Nlt(v)(m3))>7

which is the same as Nﬁg) but in the place of the operator Rl — R} we have N{. As before,
we write

(50) N® = N® 4 N®,
where N1(3) is the restriction of N®) onto the set of frequencies

- T - _1
(51) Cy = {lfza| < 7| fao' 10} U {|fig] < 7°|pa|' " 705},
where fio = p11 + po and fiz = p1 + p2 + p3. The following is true:

Lemma 20.
_ 1,3 2
N @)llpae N0 0 T007 F o) T,
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and
1N (0) = NP () a2 € N-2F00 47 =007+ (0|8, . + 0]l )lo — wlla,-
3

Proof. Let us only consider the very first summand of the operator N; ), that is the operator
cﬁi with VY acting on its first variable, since for the other summands similar considerations
apply. For the proof we use again the divisor counting argument. From it follows
that for fixed n and py there are at most o(|u1|T) many choices for ny,ng,ng (11 =
(n —n1)(n —ng3), n ~ ny —ng +ng). For fixed ny and pgy there are at most o(|u2|™) many
choices for myi,ma,m3 (2 = (n1 — m1)(n1 —ms), ng = my — mo + m3) and for fixed my
and pg there are at most o(|us|™) many choices for ki, ko, k3 (u3 = (mq — k1)(mq — k3),
m = ]{31 ]432 + k‘g)

First, let us assume that our frequencies satisfy |jis| < |fia]'™ Since, fi3 = fi2 + 3
we have |us| ~ |u2] Moreover, for fixed |fio] (equlvalently, for ﬁxed ul,ug) there are
at most O(|fi|! 100) many choices for fi3 and hence, for pus = i3 — fio. In addition,
lpa| < max(!,u1| |u2|) and we should recall that since we are on C{ we have |fia| = |1+ 2| >

53| g |1 w0 > 53N1-10 . Then, the expression

~2t _ _
Z ZZH m1 vk‘l?”k‘g?”k‘g) /Umzavm;gavngavn;g)’b

An(n)e C¢ Co

with the use of Lemma m and a trivial bound of the operator Q}nﬁ in L? (see proof of
Lemma, we obtain the upper bound

3 ZZ ([0, [|2 108, l[2[|0ks |2 [ Vms ll2]| vms |2 ]| vns [l2 ]| vns [l2 _
o [n = malln —ns||(n —n1)(n —ng) + (n1 —ma)(n1 —ms)|

Yy 10y 12|V |2 [|Vs |2 | Vs 2| Vms 12| vng ll2]|vng |2
| 11| | o]

An(n)e C¢ Co
and by Holder’s inequality we obtain

1
Py

Z ’H1\+\M2|+\M3|+|M2|1 100)

(52)
1| | i

|1 |>N
|fiz|>53 N1~ 100

( Do DD okl how, I l1oks 131 1vme 13 vms 13 ] vm I13]vns I3 )

AN n)c Cc C2
The first sum is bounded above by

(53) ( 3 L — )

|p1|>N | =] i
|fio|>53 N1~ 100

»e\‘ -
U

S, <N3(1—W10)—q’(2_ﬁ)+ 1002 +)

and by the use of Young’s inequality at the second sum we are done.
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On the other hand, if |f3| < |p1 ]171%0, then for fixed yi1, pio there are at most O(\,ul\lfﬁ)
many choices for jig and hence for ug. After this observation, the calculations are exactly
the same as before but the first sum of becomes

1
1 )q’ < (NS—ﬁ—q’(Q—%.O)—i—)q )

[

(54)

T
|| >N | [ T00 € g |

1
|fiz|>53 N~ 100

Between the two exponents of N in and we see that is the dominating one
and the proof is complete. ]

To the remaining part, namely N2(3), we have to apply the differentiation by parts tech-
nique again. Note that here we only look at frequencies such that

_ o N
lfis| = |p1 + pi2 + ps| > 7|00 > 73N w00,

or equivalently, frequencies that are on the set C%. Instead, we will present the general Jth
step of the iteration procedure and prove the required lemmata. To do this, we need to
use the tree notation as it was introduced in [9].

2.2. The Tree Notation and the Induction Step. A tree T is a finite, partially ordered
set with the following properties:

e For any a1,a9,a3,a4 € T if ag < ag < a1 and a4 < ag < a1 then as < as or ag < as.
e There exists a maximum element r € T, that is a < r for all a € T which is called
the root.

We call the elements of T' the nodes of the tree and in this content we will say that b € T
is a child of @ € T' (or equivalently, that a is the parent of b) if b < a,b # a and for all
¢ € T such that b < ¢ < a we have either b = c or ¢ = a.

A node a € T is called terminal if it has no children. A nonterminal node a € T is a
node with exactly 3 children aj, the left child, as, the middle child, and a3, the right child.
We define the sets

(55) T° = {all nonterminal nodes},
and
(56) T°° = {all terminal nodes}.

Obviously, T = T U T, TONT>® = () and if |T°| = j € Z; we have |T| = 3j + 1 and
|T°°| = 25 + 1. We denote the collection of trees with j parental nodes by
(57) T(j) =A{T is a tree with |T'| = 3j + 1}.
Next, we say that a sequence of trees {7} }37:1 is a chronicle of J generations if:
o T;€T(j) forall j=1,2,...,J.

e T, is obtained by changing one of the terminal nodes of T into a nonterminal
node with exactly 3 children, for all j =1,2,...,J — 1.
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Let us also denote by Z(J) the collection of trees of the Jth generation. It is easily checked
by an induction argument that

(58) IZ())|=1-3-5...(2J —1) = (2J — DL,

Given a chronicle {T]}j:1 of J generations we refer to Ty as an ordered tree of the Jth
generation. We should keep in mind that the notion of ordered trees comes with associated
chronicles. It includes not only the shape of the tree but also how it ”grew”.

Given an ordered tree T' we define an index function n : T'— Z such that

® Ny RNy, — Ngy + Ny for all a € T9, where a1, as, as are the children of a,
o n % ny, and n % ng,, for all a € T°,
o |u1] :==2|n, — ny,||ny — npy| > N, where r is the root of T,

and we denote the collection of all such index functions by R(T).

For the sake of completeness, as it was done in [9], given an ordered tree T with the
chronicle {T]}j:1 and associated index functions n € R(T"), we need to keep track of the
generations of frequencies. Fix an n € R(7T') and consider the very first tree 77. Its nodes
are the root r and its children r1, 72, 73. We define the first generation of frequencies by

(0, 70 0y

nl 7”2 » '3 - (nrvnrlanr‘ganr3)'
From the definition of the index function we have
n® ~ ngl) — nél) + nél), ngl) o n® g nél).

The ordered tree T of the second generation is obtained from 7} by changing one of its
terminal nodes a = r; € T7° for some k = 1,2,3 into a nonterminal node. Then, the
second generation of frequencies is defined by

(n®, ng ),ngz),ng )) = (Nay May s Nags Nag )-

Thus, we have n(?) = n,(;) for some k£ =1, 2,3 and from the definition of the index function
we have
~ n§2) — ng) + ngf), n§2) g n2 g n:(f).
This should be compared with what happened in the calculations we presented before when
passing from the first step of the iteration process into the second step. Every time we
apply the differentiation by parts technique we introduce a new set of frequencies.

After j — 1 steps, the ordered tree T; of the jth generation is obtained from 7j_;1 by
changing one of its terminal nodes a € T7°, into a nonterminal node. Then, the jth
generation frequencies are defined as

(0D, 2D 09 19 = (114, 1y, Nags May),

(m) (

and we have nl) = ny, (= ng) for some m = 1,2,...,5 — 1 and k = 1,2,3, since this
corresponds to the frequency of some terminal node in 7_;. In addition, from the definition
of the index function we have

n(j)%ngj) (j)+n3 , %‘n])#«n

e
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Finally, we use p; to denote the corresponding phase factor introduced at the jth genera-
tion. That is,

(59) pi =29 — 0@ — )y,

and we also introduce the quantities

J J
(60) iy =Y wi, i =] #
p j=1

We should keep in mind that everytime we apply differentiation by parts and split the
operators, we need to control the new frequencies that arise from this procedure. For this
reason we need to define the sets (see and (51))):

~ ~ __1 ~ __1
(61)  Cyi={Jfissa] < (27 + 3|0} U{|fisst] < (27 +3)* [0 .

Let us see how to use this notation and terminology in our calculations. On the very
first step, J = 1, we have only one tree, the root node r and its three children 71,792,753
(sometimes, when it is clear from the context, we will identify the nodes and the frequencies
assigned to them, that is, we have the root n = n, and its three children n,, = ny,n,, =
na, Ny, = ng) and we have only one operator that needs to be controlled in order to proceed
further, namely q}ljt = Q.

On the second step, J = 2, we have three operators (}72{,21 = (ji’fl, Q’EL#Q = q*;fl, (:1%’;13 =
qu that play the same role as q};t did for the first step. Let us observe that for each one of

these operators we must have estimates on their L? norms in order to be able and continue
the iteration. These estimates were provided by Lemmata [12| and

On the general Jth step we will have |Z(J)| operators of the ‘j#,n "type” each one
corresponding to one of the ordered trees of the Jth generation, T' € T'(J), where n is an
arbitrary fixed index function on 7. We have the subindices 7° and n because each one of
these operators has Fourier transform supported on the cubes with centers the frequencies
assigned to the nodes that belong to 7°.

Let us denote by T}, all the nodes of the ordered tree T that are descendants of the node
acT ie To={BeT:B<a, B+#a}.

We also need to define the principal and final ”signs” of a node a € T which are functions
from the tree T into the set {41}:

41, a is not the middle child of his father
(62) psgn(a) = ¢ +1, a =, the root node
—1, a is the middle child of his father

+1, psgn(a) = +1 and a has an even number of middle predecessors

)
—1, psgn(a) = +1 and a has an odd number of middle predecessors
)
)

(
(63) fsem(a) = = .
—1, psgn(a) = —1 and a has an even number of middle predecessors
( =

+1, psgn(a —1 and a has an odd number of middle predecessors,
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where the root node r € T' is not considered a middle father.
The operators (j;(f are defined through their Fourier transforms as

(64) F@H ({wny}er=))(€) = e "CF(RI ({e P, ) ger))(E),

where the operator Rﬁhn acts on the functions {wy, }ger~ as

J
(65) R‘” n({wn, b gere) (@ )Z/RQJ+1 K;(po)(x,{ﬂfﬁ}ﬂe:roo) ®@peree Wny $/3] H dzg,
BeT>

and the Kernel K:%)n is defined as

J J
(66) Ko (@ {25} per=) = F~ (oo, ({z — 25} per=).
Here is the formula for the function p(T{))n with (|7°°| = 2J + 1)-variables, &g, 5 € T°°:
1
(67) P (€shser=) = [ TT o D foen(8) &)] -,
aeT? BET>NT, Hr

where we denote by

(68) ,&T: H ﬂocv ﬂa = Z Hs,

a€eTo BETO\T,
and for 8 € T? we have

(69) s = 2(p — &p,) (€8 — &ps)

where we impose the relation &, = £, — €a, + Eas for every a € TV that appears in the
calculations until we reach the terminal nodes of T°°. This is because in the definition of
the function pi‘% we need the variables ”¢” to be assigned only at the terminal nodes of
the tree T'. We use the notation pg in similarity to p; of equation because this is the
”continuous” version of the discrete case. In addition, the variables &, , £q,, &q; that appear
in the expression are supported in such a way that &, = na;,8as = NagsEay = Nag-
This is because the functions o, are supported in such a way. Therefore, |fip| ~ |fiz].

For the induction step of our iteration process it is easy to check that the following
Lemma is true, which should be compared with Lemmata (12| and

Lemma 21.

(70) s ({onsYser)lls S (T lvmsle ) -
BET >

for every tree T' € T'(J) and index function n € R(T).

Given an index function n and 2.J + 1 functions {vn,}gere and a € T° we define the

action of the operator N! (see ) on the set {vn,}ger= to be the same set as before
but with the difference that we have substituted the function v,, by the new function
Ni(v)(na). We will denote this new set of functions Nf’a({vnﬁ}ﬁe]“oo). Similarly, the
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action of the operator R} — R} (see ) on the set of functions {vn, } ger will be denoted

t, £,
by (Rza - Rla)({vnB}BeTW)-
The operator of the Jth step, J > 2, that we want to estimate is given by the formula:

(71) N m) = S N ST G NI ({ony bper))-
TeT(J—1) aeT>® nrelzzn

Applying differentiation by parts on the Fourier side (keep in mind that from the splitting

procedure we are on the sets Ay (n)¢, CY{,...,C5_;) we obtain the expression
J J+1
(72) NS (0)(n) = (NS (0)(n)) + NIV () (n) + NI () (n),
where
J+1)
(73) Ny = > > @ ({vns b sere),
TeT(J)neR(T)
and
(74) NI )m) = Y Zj§j~“ (R5™ — Ry™)({vny bper=)),
TET(J) a€T™ neR(T
and

(75) N (w)m) == Y > Z}%ﬁNW&mmgw>

TeT(J) a€T> neR(T

n,«—n
We also split the operator N/*1 ag the sum
(76) N(J+1) _ N1(J+1) —|—N2(J+1),

where NV*Y is the restriction of NV+1 onto € 7 and Ny 4D onto C§. First, we generalise
Lemma [19| by estimating the operators N(JH) and N(JH)

Lemma 22.

_@-1 5, (@
INE" D @) iage N7 o U0 20,

and

J+1 J41 Ui i Y S
INSH @) = N @)llge S N7 700000 O (o3 4 fwl3 o — wlla,,-

-1 (a'—
[N ()l SN STREA O 1)+H ||?\2]2+q3a

and

(d'-1)
a

"100¢”

INHD () = N (w) a2 S N P IREE2 + Il 2l

M2,q - wHM2,q'
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Proof. As in the proof of Lemma (19| for fixed nl/) and y; there are at most o(|p;|+) many

choices for ngj ) , ngj ) , ng ) 1n addition, let us observe that j; is determined by fi1, ..., fi; and

s < max(|fij—1|, |fij]), since pj = jij—fij—1. Then, for a fixed tree T € T'(J), by Lemmal[21]
the estimate for the operator (j:‘% ,, is as follows (remember that |jr| ~ |fi;| = Hi:l |k |):

> lag y(usdser=)l s > (1 varb)(ﬁmﬁg,),
k=1

neR(T) neR(T) BeT

n,=n n,=n

and by Holder’s inequality this is bounded from above by

) (T H ) (S TT )

q’
|p1|>N "uk| neR(T) BET
~ . 3 1_ n,=n
;> (2j+1)°N
j=2,....J

. W=D g @1 (g gy, .
The first sum behaves like N° ¢ 100q 7 and for the remaining part we take the

{9 norm in n and by the use of Young’s inequality we are done.

We have to make two observations for this lemma. Note that there is an extra fac-
tor ~ J when we estimate the differences NéJH) (v) — Né‘”l)(w) since |a?/*! — 2+ <
(22‘”1 2J+1=ipi=1)|a — b| has O(J) many terms. Also, we have c; = |Z(J)| many sum-

=1
mands in the operator NéJH) since there are c¢; many trees of the Jth generation and c;

behaves like a double factorial in J (see ) However, these observations do not cause
any problem since the constant that we obtain from estimating the first sum of decays
like a fractional power of a double factorial in J, or to be more precise we have

cy
(78) T

. 3.4 7=
Hj:z@] +1)" «

3 3
This fraction for large values of J behaves like JJ/J(S_?)J = 1/J(2_7)J and in order to
maintain the decay in the denominator we use the assumption of Theorem [4] namely that

1 < ¢ < 2. For the operator N£J+1) the proof is the same but in addition we use Lemma
for the operator R — RY. O

The estimate for the operator Nl(JH), which generalises Lemma is the following;:

Lemma 23.

||N1(J+1 ( )HZqLQ <N -1+2 7 100q/+( 100)( )(J*1)+Hv||?\¢4]2—&-3’
.

and

J+1 J+1 142 7 ——4(1— -D(J-1)+
HNl( )<’U)_N1( )( )Hl 9 <N 100q ( 100)( )( ) (” H?\Zﬁf"‘”wu?\jjf)HU—WHMQ,(I-

Proof. As before, for fixed n() and p; there are at most o(|p;] ") many choices for ng ), ngl), n:()) )

and note that p; is determined by fiq, ..., fi;.
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Let us assume that |fji1| = |fg + pos] S (20 + 3)3‘ﬂj|17ﬁ holds in . Then,
|r+1| S |fg] and for fixed fiy there are at most o(][u|17ﬁ) many choices for fi;+1 and
therefore, for pyi1 = fij41 — fiy. For a fixed tree T' € T'(J) and o € T°°, by Lemma
and a trivial bound of the operator Q}Li in L? (see proof of Lemma i the estimate for
the operator q;ﬁ’n is as follows (remember that |fir| ~ || = Hizl |k |):

Y ldgs f(NT (g boer=))ll2 S

nnlD
S (Ione, lellons, lallons, 2 TT anﬁlrz)(H\ )
nCR(T) BET=\(a) e

n,=n

and by Holder’s inequality we obtain the upper bound

(79) (X wo+H|~1‘q al )

1
Py

lp|>N
liij|>(2j+1)3N'~ 00
§=2,...,J
1
(D 2 T (I | P A
neR(T) peT>\{a}

n,=n

2 1
An easy calculation shows that the first sum behaves like NV 1+ 5~ toog (1100 (7 ~ DU =D+

and then by taking the I¢ norm by the use of Young’s inequality we are done.

If |fgs1] S (2J+3)3]u1|17ﬁ holds in , then for fixed pj;, 7 =1,...,J, there are at
most O( |1 |17ﬁ) many choices for iy+1. The same argument as above leads us to exactly
the same expressions as in but with the first sum replaced by the following:

1 J 1 %
a0 T el )™
(X s

|pwi|>N
|fij]>(2j+1)3 N1~ T00
=20
.2 1 _1y(J—
which again is bounded from above by N 7~ 1077+ (1= 300) (7~ DO - 1)+ and the proof is
complete. ]

Remark 24. As it was done in [9], for s > 0 we have to observe that all previous lemmata
hold true if we replace the 17L? norm by the [{L* norm and the My 4(R) norm by the M3 (R)
G 0 0)

norm. To see this, consider n) large. Then, there exists at least one of ”1 Ny ,n3 such
that |n,(€])\ > %|n( |, k € {1,2,3}, since we have the relation nl?) ~ (]) (]) + nz(,) ),
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Therefore, in the estimates of the Jth generation, there exists at least one frequency n(] )
for some j € {1,...,J} with the property

< > <3ys< (])> §3Js<n§€j)>s‘

This exponential growth does not affect our calculations due to the double factorial decay
in the denominator of .

2.3. Existence of Weak Solutions in the Extended Sense. In this subsection we
prove Theorem The calculations are the same as in [9] where we just need to replace
their L2 norm by the M ,(R) norm. We will present them for the sake of completion.

(J)

Let us start by defining the partial sum operator I'y,” as

J J
(80) LDo(t) = v+ > N (0)(n) — 3" NS (w0) (n)
j=2

=2

J

J
/RT n) + Ry (v +ZN’) (n)+ 3" NP (0)(n) dr
j=1

where we have N := N, from , N0 = N, from (28), N1(2) := N¥, from and
N? .= N! from and vy € My 4(R) is a fixed function.

In the following we will denote by X7 = C([0,T], M24(R)). Our goal is to show that
the series appearing on the RHS of converge absolutely in X7 for sufficiently small
T >0, if v e Xp, even for J = oo. Indeed, by Lemmata 10} and [23] we obtain

J
—(1-L)G-1)+2=L (j—2)+ 2j—1 2j—
(1) ITDollxy < ool +C SN0 DGO (21 g 2i-1)
j=2
4 1-L)(j—1)+ 2=
+CT[HUH§(T £y N6 I G20 241
j=2

J
N ol + D0 N ) GO 2,

Let us assume that [[vo|as, < R and ||v]|x, < R, with R > R > 1. From we have
(82)

HFUO UHXT < R + CNq/ 1+R3 Z 100q R2) + CNq/ 1+R3 Z / 1+ 100q/ RQ)
j=0 j=0

_9 o
+CT[(1+ NVH)RS + eNv™! R (N7~ oy )i

k

.
Il
=)
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+N?_ 100q’+R5Z IOOq R2)

~ o148k = 9914 -,
We choose N = N(R) large enough, such that N¢ ~"100d R2 = N""100d B2 <

equivalently,

N[
]
]

100q"

(83) N > (2R2)99<q’—1)
so that the geometric series on the RHS of (82)) converge and are bounded by 2. Therefore,
we arrive at
(84) ITD]x, < R+20NT RS 4 2oNT R
+eT[(1+ NTYR2 4 oNT I RN e TR R,
and we choose T' > 0 sufficiently small such that

199—-100 ~
(85) CT[( 14+ N7HR2 4 2N7 TR 4 oN T 00d ”R“] <
1 ~ 1-¢' | -
With the use of we see that 20N« T R3 < CN1o7 R and by further imposing N
to be sufficiently large such that

1
N100 /+ _
(86) C 7 <1y
we have
R R 11 1=~
(87) ITvllx, <R+ =+ = =R+ R

10 5 10 )

Thus, for sufficiently large N and sufficiently small 7' > 0 the partial sum operators FS,‘({)

are well defined in X7, for every J € NU {oco}. We will write ', for D(,EO).
Our next step is given an initial data vy € Ma q(R) to construct a solution v € Xr in the
sense of Deﬁnltlonl To this direction, let s > max{ o } (so that M3 (R) is a Banach

Algebra that embeds in L?(R)) and consider a sequence {vo )}mGN € M3 ,(R) C Ma4(R)
whose Fourier transforms are all compactly supported (thus, all v(()m) are smooth functions)
and such that v(()m) — vo in Mz 4(R) as m — oo. Let R = |lvo||ar,, + 1 and we can assume

that ||v(()m)\|M2,q < R, for all m € I\(T Penote by v("™) the local in time solution of NLS

in M3 (R) with initial condition vy . It satisfies the Duhamel formulation:

(88) o () = o+ / NT(v™) = R (v™) + By (v™)) dr =

m) Z N (wm)( Z N (o
j=2
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t [e5)
+ [ REO0) + B () + Y NI +ZN<J o)) dr =T ool
0
j=2

To see this it suffices to prove that the remainder term ]\72(‘]Jr )(v) given by goes to
zero in the 1922 norm as J goes to infinity for the smooth solutions v(™). Indeed, we have
the following lemma:

Lemma 25. Let w be one of the smooth solutions v™). Then
Jim NGV (@) g2 = 0.
—00

Proof. Obviously,

ING V)l < ST ST ST 1@ (N ({wny b pers)) 2.

TeT(J) a€T> neR(T)
n,=n

which by Lemma [21] is bounded by

TET(J) aT> neR(T) peT>=\{a} [Tr=1 ||

By the definition of the operator Nf(w) (see (20)) and Remark [13] we arrive at the upper
bound

S XY I twle( X el l) =——].

TeT(J) aeT> neR(T)ﬁeTOO\{a} Na N1 —n2+n3 Hk:l ’Mk‘
n1#na#ns

Holder’s inequality for the sum inside the brackets with indices 1/q + 1/¢' = 1 implies the
estimate (which is basically the same as in the proof of Lemma

w2 2 (X I ewlB( 3 umlalnlhenz))

" per(J) acT> nER T)BeTOO\{a} na~n1—n2+ng
n1#Ena®nsg

Q=

Now we take the [¢ norm to bound || N, JH)(w)quLz by

,;, S XX S I e lhwn lode{lwnsllsbs{llwng 200 )

T TeT(J)aeT>® neZ neR(T) BET>\{a}

n,=n

Q=

and by applying Young’s inequality in {! for 2J 4 1 sequences we see that

J+1 1
INS D (W) a2 S FrY w3, , I{llwny 12} 5 {lwnsl2} * {|[wns 2} 1a-
q

In general, we do not know if the I¢ norm of this convolution is finite but since w is
sufficiently smooth we may assume that w € My which is a space (actually a Banach
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algebra) with bigger norm than M, and we obtain

J+1 1
HNQ( )(w)quL2 S W HwHi}I;f,
from which the claim follows and the proof is complete. ]
Next we will show that holds in X7 for the same time 7" = T'(R) > 0 independent
of m € N. Indeed, fix m € N and observe that the norm [|o(™||x, = ”U(m)”c([o,t],Mz,q) is

continuous in ¢. Since Hv(()m)HMz,q < R there is a time 77 > 0 such that Hv(m)HXTl < 4R.

Then, by repeating the previous calculations with R = 4R and keeping one of the factors
as Hv(m)HXT1 we get

(89) 1™ 1 x7, = HFvémw(m)Hle < 10R+ Lot Mg,
if N and T3 satisfy , and . Therefore, we have

19
(90) o™l x,, < ol <2R

Thus, from the continuity of t — |Jv(™)]||x,, there is € > 0 such that [|[v(™|| X7, 4. < 4R.
Then again, from and Wlth Ty —i— e in place of T; we derive that ||o(™) | x7, e <2R
as long as N and T; + € satisfy (83] , ) and . By observing that these condltlons
are independent of m € N we obtain a tune interval [0, 7] such that ||o(™)| y, < 2R for all
m € N.

A similar computation on the difference, by possibly taking larger N and smaller T leads
to the estimate

(1) 0™ = 02 gy = Ty o™ = T gy o™, <

1
(U g™ = o™ ey + 510 o,
which implies

(92) Hv(m1) _ v(m2)||XT <ec H'U(()ml) . U(()mQ)HM

2,q?

for some ¢ > 0 and therefore, the sequence {v(m)}meN is Cauchy in the Banach space Xr.
Let us denote by v its limit in X7 and by u® = S(t)v>°. We will show that u> satisfies
NLS in the interval [0,7] in the sense of Definition |3| For convenience, we drop the
superscript oo and write u,v. In addition, let u(™) = § (t)v(m), where v(™) is the smooth
solution to with smooth initial data v(()m) as described above and note that (™ is the
smooth solution to 1' with smooth initial data u(()m) = vém). Furthermore, u(™ — vy in
X7 because v(™ — v in Xp and since convergence in the modulation space My ¢(R) implies

convergence in the sense of distributions we conclude that J, u™ = 9,u and du™ — du
in D'((0,T) x R). Since u(™ satisfies NLS . for every m € N we have that

N @™ = o2 = —igu™ + 5240
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also converges to some distribution w € §’((0,7) x R). Our claim is the following:

Proposition 26. Let w be the limit of A'(u(™)) in the sense of distributions as m — oo.
Then, w = N (u), where N (u) is to be interpreted in the sense of Definition

Proof. Consider a sequence of Fourier cutoff multipliers {Tn }yen as in Definition |1 We
will prove that
lim N (Tnu) = w,
N—o00

in the sense of distributions. Let ¢ be a test function and € > 0 a fixed given number. Our
goal is to find Ny € N such that for all N > Ny we have
(93) [(w = N(Tnu), ¢)| <e.
The LHS can be estimated as
[(w = N(Tnu), 9)] < [(w = N (ul™), ¢)| + [N (u™) = N (Txul™), ¢)]
N (Tnvu™) = N(Tnu), ¢)|.

The first term is estimated very easily since by the definition of w we have that

(94) o = N (™), )] < 5 €

for sufficiently large m € N.
To continue, let us consider the second summand for fixed m. By writing the difference
N (™) — N (Tyul™) as a telescoping sum we have to estimate terms of the form

| / / (T = T )ul™ [ul™ 2 ¢ d dt

where I denotes the identity operator. By Hélder’s inequality and we obtain that this
integral is bounded by

16l ™I 1T = To)u™zz S Collu™ 0.z a5 |7 = Tor)ul™ 3.

< Gl (T = T )u™ || 3.,

I

where L%’x = L?((0,T) x R). By definition of the Fourier cutoff operators, the function
]:((I — TN)u(m)(-,t)>(§) converges pointwise in ¢ and ¢ and by an application of the
Dominated Convergence Theorem, there is Ny = Ny(m) with the property

1
(95) ComlltI = Tw)u™ |3 < 3

67
for all N > Nj.

For the last term, we need to observe two things. Firstly, let us consider the sequence
{N(Tnyu™)}men, for each fixed N. By applying the iteration process that we described
in the previous subsection to {S(—t)N(Tnu™)}en, which is basically the nonlinear-
ity in equation up to the operator Ty, we see that {N(Tnu(™)},en is Cauchy in
S'((0,T) x R), as m — oo for each fixed N € N since the sequence u(™ is Cauchy in
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C((0,T), My 4(R)). Since the multipliers my of T are uniformly bounded in N we con-
clude that this convergence is uniform in V.

Secondly, let us observe that for fixed N, Tu is in C((0,T), H*(R)) since u € M5 4(R)
and the multiplier my of Ty is compactly supported. Hence, N'(Tyu) = Tyu|Tnu|? makes
sense as a function. Therefore, for fixed N by Hoélder’s inequality we get

N (Tvul™) = N(Twu), 6)] < 8l (ITwu™ |2, + | Twvul2, )| Tou™ — Tovul s

3,3 1
< Coul g MATul™ —ullx, < 2 6,

where the number M = M(N) > 0 is chosen so that supp(my) C [-M,M]. Here we
used Holder’s inequality in the interval (0,7 to pass from the L* norm to the L> norm
and in the space variable an application of Parseval’s identity together with the fact that
the multiplier operators T have compactly supported symbols my. Hence, N (TNu(m))
converges to N (Tyu) in 8'((0,T) x R) as m — oo for each fixed N.

From these two observations we derive that N(Tyu(™) — N (Tyu) in S’((0,T) x R) as
m — oo uniformly in N. Equivalently,

(96) [N (Tu™) = N (Tya), 6] < 5

for all large m, uniformly in N. Therefore, follows by choosing m sufficiently large so
that and hold, and then choosing Ny = Ny(m) such that holds. O

Finally, we have shown that the function v = u® is a solution to the NLS in the
sense of Definition Bl

2.4. Unconditional Uniqueness. In Subsections 2.1 and 2.2 we switched the order of
space integration with time differentiation and summation in the discrete variable with
time differentiation too. In the following we justify these formal computations and obtain
the unconditional wellposedness of Theorem [6]

In this subsection we assume that ug € MQS’q(]R) with either s > 0 and 1 < ¢ < % or

3<g<2ands> % - % (see also Remarkfor the case ¢ = 2 and s = 1/6) which by
and @ implies that

(97) M3 4(R) < My 3(R) — L*(R).
By we know that if u is a solution of NLS in the space C([0,T], M3 ,(R)) then

u and hence v = €%y are elements of X7 < C([0,T], L3(R)). Thus, the nonlinearity
of NLS makes sense as an element of C([0,7],L'(R)) and by we obtain that
Oy, € O([0,T], L*(R)). Next, let us state a lemma:

Lemma 27. Let f(t,z),0:f(t,z) € C([0,T], L' (R?)) and define the distribution [z, f(-,z)dx

by
([ semroy= [ [ seoos,
R4 R JRE
with ¢ € CE(R). Then, & [pa f(-,x)dx = [pa Orf (-, x)dx.
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Proof. By definition

at/f dacd) /f z)dz, ¢ /Rdftz: (t)dadt,

and since f € C([0,T], L'(R%)) we can change the order of integration by Fubini’s Theorem
and obtain

/Rd/f (t, )¢ (t)dtdx = /Rd/atf (t,z)o(t)dtdx _/R y O f(t, x)o(t)dxdt,

where in the first equality we used the definition of the weak derivative of f and in the
second equality Fubini’s Theorem with the fact that d;f € C([0,T], L'(R?)). The last

integral is equal to
</ atf(',flf)d.'lf,(b>,
R4

and the proof is complete. ]

Consider now for fixed n and £&. We want to apply Lemma [27] to the function
e~ 2it(§—81)(£—¢3)
e T
where & ~ n,& = n1,& = n3, & — & — & ~ —ny and (n,ni,ne,n3) € Ax(n)¢ given
by (24). Notice that f,0,f € C([0,T], L'(R?)) since v € C([0,T], M5 ,(R)) and dv, €
C([0,T], L*(R)) for all integers n. Thus,

e 2(E—E)(E-Es) . R
o /R 7€) i —ee =gy P (E)nalE — € — &) () derdes] =

ﬁnl (§1>§”2 (§ - 51 - 53)@% (53)7

5 e 2(E—E1)(E~E) N . e —
/]R? Un(f) t [an(f) —Qi(f — 51)(5 — 53) Uny (fl)vnQ (€ - gl - 53)”713(53)] 51 63 =

e~ 2it(E—€1)(E—) 1 . )
/R RAGL in(g G 53)}% (€1) Dy (€ — &1 — €3)i0ny (€3)dErdés+

e~ 2it(6—£€1)(6—E3) N .
L 7O e e[ (€€ — & — €0y (0] derdes

In the second equality we used the product rule which is applicable since v € C([0, T, L3(R))
implies that dv, € C([0,T], L*(R)).

Finally it remains to justify the interchange of differentiation in time and summation in
the discrete variable but this is done in exactly the same way as in [9] (Lemma 5.1). Similar
arguments justify the interchange on the Jth step of the infinite iteration procedure.

Thus, for v € C([0,T], M3 ,(R)) with M3 (R) — L3(R) we can repeat the calculations
of Subsections 2.1 and 2.2 and 2.3 to obtain the following expression in X7 for the solution
u of NLS with initial data wug

(98) w=Tyu+ Jim N(J+1)( )dr,

= Jo
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where the limit is an element of Xp. Its existence follows from the fact that the operators
Fq%)u converge to I'y,u in the norm of X7 as J — co. The important estimate about the

(J)

remainder operator N,”’ is the following:

Lemma 28.
. J
Tim (1N (0) i 2 = 0.
— 00

Proof. By we can write the remainder operator as the following sum

99) N0 =N @)+ Y S ST G 01 ({ony bser=),

TEeT(J) a€T>® neR(T)

n,=n

()

where we define the action of d;" onto the set of functions {v,, }ger= to be the same set
of functions except for the a node where we replace v, by the function 0,v,,,.

We control the first summand 0, (N, N )(v)( )) by Lemma For the last summand
of the RHS of . we estimate its L norm in exactly the same way as in the proof of
Lemma and arrive at the upper bound

SN Y T longlle A%l

TET(J) aT> neR(T) BeT>\{a} [Ti=1 [

which by Holder’s inequality with exponents 5 + ? = 1 implies

1

3_7” S (X I lewlElow.)s)’

TET(7) a€T* "neR(T) SET\{a}

Then for the sum inside the parenthesis we apply Young’s inequality in the discrete variable
where for the first 2J functions we take the [! norm and for the last the {°° norm we arrive
at the estimate

o3, sup 10¢vnllz = [[V]137, , 1 Bevnllioe 1.
Since by we have Oy, = e”az O, (Jul?u) it is straightforward to obtain
18vn e 2 S N0l
Indeed, from @ and since [0, (Ju|?u) is nicely localised it suffices to estimate
0 (Julw)ll2 S 10 (ulu)ll < llulPull = [ullf < lulis, = 03,
where we used and . Therefore, putting everything together we have

() < o3
”N2 (U)||looL2 ~ (2_%)‘]”1)“]\427(1 )

which finishes the proof. ([
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This lemma implies that lim j_, o f(f NQ(JH) (u)dr is equal to 0 in X7. From this we obtain
the unconditional uniqueness of NLS since if there are two solutions u; and wug with
the same initial datum ug we obtain by

Hul - U2||XT = Hruoul - Fu0u2||XT S ||u0 o UOHM;,q = 0.
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