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Abstract A coercivity property of temporal convolution operators is an es-
sential tool in the analysis of time-dependent boundary integral equations and
their space and time discretisations. It is known that this coercivity property
is inherited by convolution quadrature time discretisation based on A-stable
multistep methods, which are of order at most two. Here we study the ques-
tion as to which Runge-Kutta-based convolution quadrature methods inherit
the convolution coercivity property. It is shown that this holds without any
restriction for the third-order Radau ITA method, and on permitting a shift
in the Laplace domain variable, this holds for all algebraically stable Runge—
Kutta methods and hence for methods of arbitrary order. As an illustration,
the discrete convolution coercivity is used to analyse the stability and conver-
gence properties of the time discretisation of a non-linear boundary integral
equation that originates from a non-linear scattering problem for the linear
wave equation. Numerical experiments illustrate the error behaviour of the
Runge-Kutta convolution quadrature time discretisation.
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1 Introduction

This paper is concerned with a discrete coercivity property that ensures the
stability of time discretisations of boundary integral equations for wave equa-
tions, also in situations such as

- non-linear boundary integral equations;

- boundary integral equations coupled with a wave equation in an interior
domain, with an explicit time discretisation in the domain.

For convolution quadrature based on A-stable multistep methods (which
have approximation order at most two), it is known from [6] that the coer-
civity property is preserved under time discretisation, uniformly in the tem-
poral stepsize. Here we study the preservation of convolution coercivity under
time discretisation by Runge-Kutta convolution quadrature. Up to a shift in
the Laplace variable and a corresponding reformulation of the boundary in-
tegral equation for an exponentially scaled solution function, we show that
the convolution coercivity property is preserved by all convolution quadra-
tures based on algebraically stable Runge-Kutta methods, which include in
particular Radau ITA methods of arbitrary order. Without any such shift and
exponential scaling, the convolution coercivity is shown to be preserved by the
two-stage Radau ITA method of order three.

We illustrate the use of the discrete convolution coercivity by the stability
and convergence analysis of the Runge-Kutta convolution quadrature time
discretisation of a non-linear boundary integral equation for a non-linear scat-
tering problem for the acoustic wave equation. This problem has been studied
with different numerical methods in [8].

The discrete convolution coercivity is not needed for the corresponding
linear scattering problem, because there the convolution quadrature time dis-
cretisation of the linear boundary integral equation can be interpreted as a
convolution quadrature discretisation of the convolution operator that maps
the data to the solution. Therefore known bounds of the Laplace transform
of the solution operator and known error bounds of convolution quadrature
yield stability and error bounds [14,19]. The same argument can also be used
for the coupling of a linear wave equation in an interior domain with the
boundary integral equation that describes transparent boundary conditions,
provided that the convolution quadrature for the boundary integral equation
is based on the same (implicit) time discretisation method as for the wave
equation in the interior domain. This precludes explicit time-stepping in the
interior. For the coupling of convolution quadrature on the boundary with an
explicit time discretisation in the interior, the discrete convolution coercivity
as considered in the present paper is needed; see [6,9,12] for the coupling of
implicit BDF2 convolution quadrature on the boundary with explicit leapfrog
time-stepping in the domain for acoustic, elastic and electro-magnetic wave
equations, respectively.

The paper is organised as follows:

In Section 2 we recall the continuous-time convolution coercivity, which is
related to a coercivity property of the Laplace transform of the (distributional)
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convolution kernel that holds uniformly for all values of the Laplace-domain
frequency variable in a (possibly shifted) right half-plane.

In Section 3 we study the preservation of the convolution coercivity un-
der time discretisation by Runge-Kutta convolution quadrature. This preser-
vation depends on the numerical range of the Runge-Kutta differentiation
symbol, which is shown to lie in the right half-plane for algebraically stable
Runge-Kutta methods. With a matrix-function inequality that is obtained as
an extension of a theorem of von Neumann, we then prove our main result,
Theorem 3.1, which yields the discrete convolution coercivity.

Section 4 recapitulates error bounds of Runge—Kutta convolution quadra-
ture shown in [5].

In Section 5 we apply our results to the time discretisation of the wave
equation with a non-linear impedance boundary condition. We study only
semi-discretisation in time, but note that this could be extended to full dis-
cretisation with the techniques of [8]. The error behaviour is illustrated by
numerical experiments in Section 6. In the numerical experiments it is ob-
served that the convolution quadrature based on the three-stage Radau ITA
method performs well even without the shift and exponential scaling, which is
more favourable than our theoretical results.

2 Coercivity of temporal convolutions

The following coercivity result is given in [6], where it is used as a basic result
in studying boundary integral operators for the acoustic wave equation; see
also [12] for Maxwell’s equation and [9] for elastic wave equations. The result
can be viewed as a time-continuous operator-valued extension of a theorem of
Herglotz from 1911, which states that an analytic function has positive real
part on the unit disk if and only if convolution with its coefficient sequence is
a positive semi-definite operation.

Let V be a complex Hilbert space and V' its dual, and let (-,-) denote
the anti-duality between V and V'. Let L(s) : V — V' and R(s) : V —» V
be analytic families of bounded linear operators for Res > o, continuous for
Re s > 0. We assume the uniform bounds, with some real exponent p,

[L(s)lvrev < M(1+[s])", [[R(s)lvey < M(1+[s))*,  Res>o. (2.1)

This polynomial bound guarantees that L is the Laplace transform of a dis-
tribution £. If we write L(s) = s*L;(s) with an integer k¥ > u + 1, then the
Laplace inversion formula

1

0 (t) = 271/ Resth(s) ds, t>0 (o' >o0)
o’ +1

defines a continuous and exponentially bounded function ¢, which has ¢ as
its kth distributional derivative. We write the convolution with ¢ as

ut) =1@0f (0 = (0x ) = () [ ee=nfmar >0
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for functions f on [0, T] whose extension to ¢ < 0 by 0 is k times continuously
differentiable. Similarly we consider the convolution R(0)f.

Theorem 2.1 [6, Lemma 2.2] Let o > 0. In the above situation, the following
statements are equivalent:

1. Re (v, L(s)v) > af|R(s)v]? forallveV, Res>o.

* /ooo =27 Re (f(t), L&) f(1)) dt > o / T e R@) £1)| di

0
for all f € C*([0,00), V) with finite support and f9)(0) =0 for 0 < j <k,
and for all t > 0.

Property 1. is known to be satisfied for the Laplace transforms of various
boundary integral operators for wave equations [1,6,12,13,19], and it is a
fundamental property in the study of boundary integral equations for wave
equations.

We are interested in time discretisations of the convolution operators L(0;)
and R(9;) that preserve this coercivity property. It was shown in [6] that this
is achieved by convolution quadrature based on A-stable multistep methods
such as the first- and second-order backward differentiation formulae. In The-
orem 3.1 below we will show that the coercivity property is also preserved by
convolution quadrature based on certain Runge-Kutta methods such as the
third-order, two-stage Radau ITA method. For the particular case o = 0, it will
be shown to be preserved for all algebraically stable Runge-Kutta methods.

3 Preserving coercivity by Runge—Kutta convolution quadrature
3.1 Runge-Kutta differentiation symbol and convolution quadrature

An m-stage Runge—Kutta discretisation of the initial value problem g’ =
f(ty), y(0) = yo, is given by

m
Ynz:yn+72a7]f(tn+cjh7ynj)7 iil,...,m,
j=1

Uni1 = Yn +7 3 bif(tn + ¢jh, Yaj),

j=1

where 7 > 0 is the time step, ¢, = n7, and the internal stages Y,,; and grid
values y,, are approximations to y(t, + ¢;7) and y(t,), respectively. In the
following we use the notation

A = (ai;);"

i,5=1»

b= (by,....bp)T, 1=(1,1,...,1)T.

We always assume that the Runge-Kutta matrix 7 is invertible.
As has been shown in [16,20,4,5], and in applications to wave propagation
problems further in [3,7,8,21], Runge-Kutta methods can be used to construct



Runge—Kutta convolution coercivity 5

convolution quadrature methods that enjoy favourable properties. Here one
uses the Runge—Kutta differentiation symbol

A(¢) = (42% + ﬁ]le)il, ¢ € C with |¢] < 1. (3.1)

This is well-defined for [¢| < 1 if R(co) = 1 — b7/ 11 satisfies |R(c0)| < 1.
In fact, the Sherman-Morrison formula then yields

P S
A(Q) = o7 R 1167 o7 1.

To formulate the Runge-Kutta convolution quadrature for L(d;)g, we for-
mally replace in L(s) the differentiation symbol s by A(¢)/7 and expand the
operator-valued matrix function

(29 -y w e,
n=0

where in the case of L(s) : V' — V'’ we have the convolution quadrature matri-
ces W, (L) : V™ — (V’')™. For the discrete convolution with these matrices
we use the notation

(LOBN)f), =Y W i(L)f,

for any sequence f = (f,,) in V™. For vectors of function values of a function
f:[0,T] = V givenas f,, = (f(tn "‘ciT)):ip the ith component of the vector
(L(8])f), is considered as an approximation to (L(0;)f)(tn + ¢T).

In particular, if ¢,, = 1, as is the case with Radau ITA methods, then the
continuous convolution at t,41 is approximated by the last component of the
discrete block convolution:

(L0 f) (tas1) = e, (L(D7) f)

TL’

where e, = (0,...,0,1)7 is the mth unit vector. We recall the composition
rule

Ly(87) L1 (87) f = (L2L1)(87) f-

For \ € C, the convolution quadrature (87 —\)~! f (which is to be interpreted
as L(87)f for the multiplication operator L(s) = (s — A)~!) contains the
internal stages of the Runge-Kutta approximation to the linear differential
equation y' = Ay + f with initial value y(0) = 0.

Results on the order of convergence of this approximation are given in [4,
5,16]. The result of [5], which is relevant for operators L(s) arising in wave
propagation, will be restated and extended to the internal stages in Section 4.
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3.2 Numerical range of the Runge-Kutta differentiation symbol

We now consider methods that are algebraically stable:

— All weights b; are positive.
— The symmetric matrix with entries b;a;; + bja;; — b;b; is positive semi-
definite.

Gauss methods and Radau ITA methods are widely used classes of methods
that satisfy this condition. We refer the reader to [11] for background literature
on Runge-Kutta methods and their stability notions.

We consider the weighted inner product on C™,

(u,v) = Zbﬂﬂ)m u,v € C™. (3.2)
i=1

We have the following characterisation.

Lemma 3.1 For an algebraically stable Runge—Kutta method and for the b-
weighted inner product (3.2),

Re (w, A(Q)w) >0  for allw € C™,|¢] < 1.

Conwversely, if the differentiation symbol of a Runge—Kutta method with positive
weights b; satisfies this inequality, then the method is algebraically stable.

Proof With a different notation, this is shown in [15, p. 232, (6.19)]. For the
convenience of the reader we include the short proof. Since for v = A({)w we
have (w, A(¢)w) = (A(¢)~ v, v), it suffices to show that

Re (v, A(Q)"'v) >0 for all v € C™,|(| < 1.

We rewrite

1 _ ¢ T _ 114+¢ .7 . 14T
AQ = + oW =6 g with = T,

and observe that (cf.[10])

(167 v,v) = ‘Z b;v;
i=1

2

2Re (%’U,U) = Z (biaij + bjaji — bibj)@illj.
ij=1
Since Re (14 ¢)/(1 —¢) > 0 for |¢| < 1, the result follows. O

In this paper we will need a stronger positivity property, for which we show
the following order barrier and a positive result for the two-stage Radau ITA
method, which is of order 3 and has the coefficients

oA = (53//142 _11//412) , bl =(3/4,1/4).
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Lemma 3.2 (a) For the two-stage Radau ITA method and for the b-weighted
inner product (3.2) and corresponding norm |- | we have

Re (w, A(Qw) > 11— [¢|*)|w|*  for all weC™, |(|<1. (3.3)

(b) For none of the Gauss methods with two or more stages and none of the
Radau ITA methods with three or more stages, there exists ¢ > 0 such that for
all sufficiently small § > 0,

Re (w, A(Q)w) > ¢d|w|®  for all we C™, || <e°. (3.4)

Clearly, (3.3) implies (3.4) with ¢ arbitrarily close to 1 for small §. We
further note that the implicit Euler method and the implicit midpoint rule
(which are the one-stage Radau ITA and Gauss methods, respectively) also
satisfy (3.4).

Proof (a) For the two-stage Radau ITA method we find

13 1-4
AO=3 (—9 5+4g>'

Denoting the diagonal matrix of the weights by % = diag(3/4,1/4), we note
Re (w, A(Q)w) = 0 B - B2LUBAQ) + A B) B2 - B w.

We obtain the hermitian matrix

BPHBAC) + AT BB = % <_¢§(f +2¢) _5@(; l;te2<<)> ’

which has the trace 4 + 2Re( and the determinant 3(1 — |¢|?). Tt follows
that both eigenvalues are positive and bounded by 6, and hence the smaller
eigenvalue is bounded from below by 3(1 — [¢|?)/6 = (1 — |¢|?)/2. This yields
the inequality (3.3).

(b) The proof uses the W-transformation of Hairer & Wanner, see [11,
p.77]. For each of the m-stage Gauss and Radau ITA methods, there exists
an invertible real m x m matrix W with first column 1 such that, with the
diagonal matrix £ of the weights b;,

wWTawW =1,

or in other words, W7 %'/2 is an orthogonal matrix (with respect to the Eu-
clidean inner product), and

o =WXW™

where X — %61 el — Bmemel is a skew-symmetric matrix with 3, = 0 for the
Gauss method and f3,, > 0 for the Radau ITA method. We write
Re (w, A(Q)w) = Rew! BA()w
_ RewT@l/Q . %1/2W . WT%1/2 . f@l/QA(C)C%fl/Q . 931/2W . WT%1/2 . %1/210
=Rew! BY? . BPW -WTBACOW -WT B2 . /%,
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where we note
WEBAQOW =W TAQOW = (WA~ 'W)

Now, by the definition of A(¢) and the above-mentioned property of W—1a/W =
X together with W7Tb = e;, the matrix W=rA(¢) "W is the sum of a skew-
hermitian matrix plus a rank-1 or rank-2 matrix for Gauss or Radau ITA
methods, respectively, and by the Sherman-Morrison-Woodbury formula so is
its inverse:

WTBAQOW =Y + Z(C),

where Y is skew-hermitian and Z(({) is of rank 1 or 2 for Gauss or Radau ITA
methods, respectively. If w # 0 is in the null-space of Z(¢)W7T %, which is of
codimension 1 or 2 for Gauss or Radau, respectively, then we obtain from the
above formulas that

Re (w, A({)w) =0

in contradiction to (3.4). O

As we will show in Theorem 3.1 below, Runge-Kutta convolution quadra-
ture with (3.4) preserves the coercivity property of Theorem 2.1 for arbitrary
abscissa ¢ > 0, while general algebraically stable methods preserve it in the
case 0 = 0. Before we state and prove this theorem in Section 3.4, we need an
auxiliary result of independent interest.

3.3 A matrix-function inequality related to a theorem by von Neumann

We consider again a complex Hilbert space V and its dual V', with the anti-
duality denoted by (-,-). On C™ we consider an inner product (-,-) and asso-
ciated norm | - |. An inner product on V™ and the anti-duality between V™
and (V')™ are induced in the usual way: for Kronecker products a ® u and
b® v with a,b € C™ and u,v € V one defines (a ® u,b @ v) = (a,b) (u,v)
and extends this to a sequilinear form on V'™ x V™ and in the same way one
proceeds for the anti-duality (-,-) on V™ x (V/)™.

Lemma 3.3 On the Hilbert space V, let L(s) : V. — V' and R(s) : V —» V
be analytic families of bounded linear operators for Res > o, continuous for
Res > o, such that (2.1) is satisfied and for some o > 0,

Re (v, L(s)v) > a| R(s)v]?, forallveV, Res > o.
Let the matriz S € C™*™ be such that
Re (w, Sw) > o |w|?, for allw e C™.

Then,
Re (v, L(S)v) > a||R(S)v|?, forallve V™.
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This result can be viewed as an extension of a theorem of von Neumann [18]
(see also [11, p.179]), which corresponds to the particular case where L(s) is
the identity operator on V' (when V is identified with V' with the anti-duality
given by the inner product on V).

Proof The proof adapts Michel Crouzeix’s proof of von Neumann’s theorem
as given in [11, p. 1791.]. Without loss of generality we assume here o = 0.
First we note that for a diagonal matrix S the result holds trivially, and
so it does for a mormal matrix S, which is diagonalised by a similarity trans-
formation with a unitary matrix.
For a non-normal matrix S we consider the matrix-valued complex function

1
S(z) = g(s +57) + (5~ 57)
and we observe that S = S(1) and
Re (w, S(z)w) = (Re z) Re (w, Sw).

Together with the condition on S this shows that the numerical range of S(z)
is in the right complex half-plane for Rez > 0, and hence all eigenvalues of
S(z) have non-negative real part. Therefore, the operator functions L(S(z))
and R(S(z)) are well-defined for Rez > 0.

If Rez = 0, then the matrix S(z) is normal, and hence the desired inequal-
ity is valid for S(z) with Re z = 0. The function

¢(2) = a| R(S(2)v||* — Re (v, L(S(2))v)

is subharmonic, since the last term is harmonic as the real part of an analytic
function and the first term is the inner product of an analytic function with
itself, which is subharmonic (as is readily seen by computing the Laplacian
and noting that the real and imaginary parts of the analytic function are
harmonic). Hence, by the maximum principle (or its Phragmén-Lindel6f-type
extension to polynomially bounded subharmonic functions on the half-plane),

p(1) < sup @(z) <0,
Re z=0

which is the desired inequality. O

Remark 3.1 There is a slightly weaker variant of Lemma 3.3. We formulate
it for 0 = 0. Let L(s) : V.— V' and R(s) : V. — V be analytic families of
bounded linear operators for Re s > 0, continuous for s = 0, such that (2.1) is
satisfied and for some o > 0,

Re (v, L(s)v) > a||R(s)v]|?, for allv € V, Res > 0.

Let the matrix S € C™*™ be such that all its eigenvalues either have positive
real part or are zero, and

Re (w, Sw) > 0, for all w € C™.



10 L. Banjai and Ch. Lubich

Then,

Re (v, L(S)v) > || R(S)v||?, for all v € V™.
This is proved by continuity, using the previous result for S 4 €l and letting
e — 0.

3.4 Preserving the convolution coercivity under discretisation

Theorem 3.1 Let the m-stage Runge—Kutta method satisfy (3.4) for some
inner product (-,-), as in particular is the case for the two-stage Radau ITA
method. In the situation of Theorem 2.1, condition 1. of that theorem implies,
for sufficiently small stepsize T > 0 and with o = o/c,

7Y e P Re(f,, (L(O]) F)n) = ar > e " (R(]) )nll?,
>0 n=0

for every sequence f = (f,)n>0 in V™ with finitely many non-zero entries.
Moreover, in the case o = 0 this inequality holds for every algebraically stable
Runge—Kutta method, with ¢ = 0 and with respect to the b-weighted inner
product (3.2) on C™.

Proof The proof uses Parseval’s formula and combines Lemma 3.3 with Lem-
mas 3.1 and 3.2. By (3.4), with ¢ = o/c and p = e~ 77 we have with respect
to the inner product weighted by the b; that

i0
Re (w, Alpe )w) > ol|w|? for allw e C™, 0 € R. (3.5)
T
We abbreviate Alpe®)
~ pel
B - 122

and similarly R(6). We denote the Fourier series
}(0) _ aneintn.
n=0

By Parseval’s formula and the definition of the convolution quadrature weights
Wn (L)?

T

S Re (0" 2 I Wass (L) = o [ Re (FO)TOF(0))ab
n=0 §=0

Here (3.5) used in Lemma 3.3 yields
Re (£(6), L(9)F(9)) = ol RO)F(0)]*.

Moreover, again by Parseval’s formula,

2
)

1 (™ s
— [ IRO)FO)2do =D p™"
™ n=0

i Sw )
]

which yields the result. ad
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4 Error bounds of Runge—Kutta convolution quadrature

In this section we restate the result of [5] and extend it to cover the approxima-
tion properties of the internal stages, which will be needed in the next section.
To avoid restating the list of properties required for the underlying Runge-
Kutta method, we state the results just for the Radau ITA methods, which
appear to be the practically most important class of Runge-Kutta methods
to be used for convolution quadrature.

Let K(s), for Res > o > 0, be an analytic family of operators between
Hilbert spaces V and W (or just Banach spaces are sufficient here), such that
for some real exponent p and v > 0 the operator norm is bounded as follows:

[s[*

(Re s)¥

IE(s)|| < M(o) for all Res > o. (4.1)

Theorem 4.1 [5, Theorem 3] Let K satisfy (4.1) and consider the Runge-
Kutta convolution quadrature based on the Radau ITA method with m stages.
Let r > max(2m — 1+ p,2m —1,m+ 1) and f € C7([0,T],V) satisfy f(0) =
f1(0) = ... = f0=1(0) = 0. Then, there exists T > 0 such that for 0 <7 < 7
and t, =nt € 1[0,T],

e (K(@7)f),, = (K@) ) (bns1)]

t
< Cpminemtmsiow) (170 ) 4 [ ar).
0

The constant C' is independent of T and f, but does depend on 7, T, and the
constants in (4.1).

The proof in [5] is readily extended to yield the following error bound for
the internal stages. Note that here the full order 2m — 1 is replaced by the
stage order plus one, m + 1. We give the result for m > 2 stages, so that
m+1 < 2m — 1. (For m = 1, the implicit Euler method, one can use the
previous result.)

Theorem 4.2 Let K satisfy (4.1) and consider the Runge-Kutta convolu-
tion quadrature based on the Radau ITA method with m > 2 stages. Let
r > max(m+ 1+ pm+1) and f € C7([0,T],V) satisfy f(0) = f'(0) =
... = f=1(0) = 0. Then, there exists T > 0 such that for 0 < 7 < 7 and
t, =nrt €[0,T],

I(K(09)F),, — (K(00)f (tn +cim)) i,

i
< et (| 0) 4 [ )ar).

The constant C' is independent of 7 and f, but does depend on 7, T, and the
constants in (4.1).
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5 Application to the time discretisation of the wave equation with
a non-linear impedance boundary condition

5.1 A non-linear scattering problem

We consider the wave equation on an exterior smooth domain 2 c R3.
Following [8], we search for a function u(-,t) € H'(£27) satisfying the weak
form of the wave equation

i = Au in (5.1)
with zero initial conditions and with the non-linear boundary condition
Ofu = g(u+a'™°) — ofume on I, (5.2)

where 9 is the outer normal derivative on the boundary I' of 27, where
g : R — R is a given monotonically increasing function, and where u*"¢(x, 1)
is a given solution of the wave equation. The interpretation is that the total
wave ul°t = u 4+ 4’ is composed of the incident wave ©**¢ and the unknown
scattered wave u.

One approach to solve this exterior problem is to determine the Dirich-
let and boundary data from boundary integral equations on I' and then to
compute the solution at points of interest x € 21 from the Kirchhoff rep-
resentation formula. Here we are interested in the stability and convergence
properties of the numerical approximation when the time discretisation in
the boundary integral equation and in the representation formula is done by
Runge—Kutta convolution quadrature. Since our interest in this paper is the
aspect of time discretisation, we will not address the space discretisation by
boundary elements, though with some effort this could also be included; cf. [8].

5.2 Boundary integral equation and representation formula

Using the standard notation of the boundary integral operators for the Helmholtz
equation s?u — Au = 0 (Res > 0) as used, for example, in [13,19] and [6,8],
we denote by

S(s): HY2(I') - HYR3\I') and D(s): HY*(I') - HY(R3\ T

the single-layer and double-layer potential operators, respectively, and by V (s),
K(s), KT(s), W(s) the corresponding boundary integral operators that form

the Calderén operator
B(s) = (_Sf‘gs(l) S_Iféfzs)) . HVX(I) x HV2(T) — BY2(I) x H-V2(T)

(5.3)
and the related operator

Buunl) = B6)+ (1] 31). 6.9



Runge—Kutta convolution coercivity 13

where the suffix imp stands for impedance. With these operators, the solution
u is determined by first solving, for

p=—0fu and Y =7T10

(where T is the trace operator on 27), the time-dependent boundary integral
equation (see [8])

Bunnl@) (5)+ (s L iney) = (o) (5.5

The solution w is then obtained from the representation formula
u=S(8)p + D(9,)0; ). (5.6)

We will address the question as to what are the approximation properties when
the temporal convolutions in (5.5) and (5.6) are discretised by Runge-Kutta
convolution quadrature. Since this will not turn out fully satisfactory, we will
further consider time-differentiated versions of (5.5).

The following coercivity property was proved in [6].

Lemma 5.1 [6, Lemma 3.1] Let (-, -} denote the anti-duality pairing between
H-Y2(I'yx HY*(I') and H/?(I") x H-Y2(I"). There exists 3 > 0 so that the
Calderdn operator (5.3) satisfies

Re <<2;> , B(s) ($>>F > By (H571<PH§1—1/2(1“) + HSileip/z(F))

for Res > o > 0 and for all ¢ € H~Y?(I') and ¢y € HY*(I"), with ¢, =
min(1,0%)o.

Since Bimp(s) differs from B(s) by a skew-hermitian matrix, the same estimate
then also holds for Bimp(s). Note that Lemma 5.1 yields property 1. of The-
orem 2.1 for the Calderén operator B(s) and for the multiplication operator
R(s) = s71.

5.3 Time discretisation by Runge—Kutta convolution quadrature

Using the notation of Section 3.1, the boundary integral equation (5.5) is
discretised in time with a stepsize 7 > 0 over a time interval (0,7") with
T = Nt by

Bianp (97) (i:) + <g( ” 3U)) = <au+2mc> : (5.7)

Where (‘)07—7 1/)7—) = (‘10717 d’n)fz\f;ol Wlth (‘Pna wn) = (Spn,ia wn,i)gil and (‘pn,iv wn,i) ~

(p(tn + i7),¥(tn + ¢;7)) is the numerical approximation that is to be com-
puted, and @™ = ()N with 4" = (4'"(t,, + ¢;7))/,. The function g
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acts componentwise. At the nth time step, a non-linear system of equations of
the following form needs to be solved:

B (%) (i) i (g(«/zn 3u>> T

where the dots represent known terms. This has a unique solution, because
the eigenvalues of A(0) = &/ ! have positive real part, and Lemma 5.1 and
the monotonicity of g then yield the unique existence of the solution by the
Browder-Minty theorem; cf. [8] for the analogous situation for multistep-based
convolution quadrature.

As an alternative to (5.7), we further consider the time discretisation of
the time-differentiated boundary integral equation:

BuntD (57) + (s + g +am)) = (apame) 69

which is now solved for the approximations (¢, 1,bT) (where the dot is just sug-
gestive notation) to (¢,1)) (where the dot means again time derivative). Here
we define 97 = (87)" 14" and the same for . Furthermore, @™ contains
the values i'"¢(t,, + ¢;7).

We can go even further and consider the time discretisation of the twice
differentiated boundary integral equation:

o0 (%, T B
Blmp(at) <¢ ) + (gl('l/JT +uzn0)(¢ _|_ ;u-mc) +g”('l/i7— +uzn0) . ('lp +ﬂzn0)2>

where again the dots on the approximation (¢, '«,DT) are suggestive notation,
and we set ¢ = (87) L) and ¥" = (87)" 24 , and the same for ¢7.

Finally, at any point = € £2* of interest we compute the approximation to
the solution value u(z, ¢, + ¢;7) by using the same Runge-Kutta convolution
quadrature for discretizing the representation formula (5.6):

u” = S(8])¢” + D(O])(9]) M. (5.10)

5.4 Error bounds for the linear case

We consider first the case of a linear impedance function
g(§) =af with a>0.

Let u” = (uy,) 7]:];01 with w,, = (un,i)i2, be the solution approximation obtained

by the discretised representation formula (5.10) with either of the discretised
boundary integral equations (5.7) or (5.8) or (5.9). The discretisation is done
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by Runge-Kutta convolution quadrature based on the Radau ITA method with
m stages.

Here we obtain the following optimal-order pointwise error bounds for x
bounded away from I

Proposition 5.1 Suppose that in a neighbourhood of the boundary I, the
incident wave u;ne together with its extension by 0 to t < 0 is sufficiently
regular. For z € Q% with dist(xz, I") > & > 0, the following optimal-order error
bound is satisfied in the linear situation described above: for 0 <t, =n1t < T,

[ty () — u(z, t,)] < C(S,T) 721,
Proof We denote
00
By (8) = Bimp(s) + (0 aI) .
By Lemma 5.1, B,(s) is invertible for a > 0 with the bound, for Res > o > 0,

IBals) M < Clo)L .11

The exact solution u(x,t) is given by the representation formula (5.6) with

Y\ - 0
(’l/)) - Bozl(at) (a;ruinc _ auinc) .

For 2 € 2% we define the operators S,(s) : H~Y?(I') — C and D,(s) :
HY?(I') - C by

Se(s)e = (S(s)p)(x) and  Du(s)¢ = (D(s)¢)().
These operators are bounded for Res > o > 0 and dist(x, ") > § > 0 by

182 ($)lcerr—1r2(ry < C(0,8)|s] e (5.12)
1D ($)llceriracry < Clo,0) |s|e™*Few. (5.13)
The first bound is proved in [5, Lemma 6] and the second bound is proved

similarly.
We thus have

u(w,t) = (M (0) f)(t)
with

M) = (S0 D s B and = (e )

au

With the above operator bounds we obtain for Res > ¢ > 0 and dist(z, I") >
6>0

3
S _
D) e mvrarysar-svaqry < Clod) o e=0Res - (5.14)
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By the composition rule, the numerical solution obtained by (5.7) and (5.10)
is given as
uT(z) = M,(3])f,
where f contains the values of f at the points ¢,, +¢;7. If we take instead (5.8)
or (5.9), then we have
uT(x) = Mo(87) (8])'f or  w(z) = M.(8])(87)f,
respectively. In view of (5.14), Theorem 4.1 then yields the result. O
The situation is different if we consider the H'(£27) norm of the error.

Proposition 5.2 Suppose that in a neighbourhood of the boundary I', the
incident wave Ui, together with its extension by 0 to t < 0 is sufficiently
reqular. Then, the following error bounds are satisfied in the linear situation
described above: for 0 <t, =nt <T,

= u(s o)l o4y < O(T) 7

with
k=m+1/2 if (5.7) is used,
k= min(2m — 1,m + 3/2) if (5.8) is used,
k =min(2m —1,m+ 5/2) if (5.9) is used.

Proof Consider the Laplace transformed wave equation (5.1)

—Au+s*=0 in 0T,

i —asi=f onl" (5:15)
where @ is the Laplace transform of u and f the Laplace transform of
f =0 u" — au™e.
We will require the estimate, see [1, Equation (2.9)],
107 @l zr-1/2(ry < Cl0)Is2 [l 1,024 (5.16)

with Res > ¢ > 0 and the scaled H' norm
||ﬂ\||23\,9+ = |‘VﬁH%2(Q+) + |S|2Ha||2L2(.Q+)'
Testing (5.15) with sd, integrating by parts and taking the real part gives
Res|aly o+ = —Re (@) a7 a)r < C(o)|s|" 2l g o 1912y,

where ¢ = syt is the Laplace transform of ¥. Making use of g1y <
C(o)l|d]l|s], o+ and the bound (5.11) gives

R |S|5/2 A
HU||H1(Q+) < C(U) (RGS)2 Hf”H*l/z(F)'

The stated result then follows from Theorem 4.1. a
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5.5 Convergence for the non-linear problem

There are several aspects which make the error analysis of the non-linear
problem more intricate:

— The numerical solution can no longer be interpreted as a mere convolution
quadrature for an appropriate operator K (s) acting on the data (i.e., the
incident wave).

— We need to impose regularity assumptions on the solution rather than the
data.

— Convolution coercivity now plays an important role in ensuring the stability
of the time discretisation.

We assume strict monotonicity of the non-linear function g : R — R: there
exists S > 0 such that

E=n)(9(€) —g(n) =Bl —n> forall &neR. (5.17)

Furthermore, we assume that the pointwise application of g maps H'/ 2(I') to
H~'2(I'). As is shown in [8] by Sobolev embeddings, this is satisfied if g(&)
grows at most cubically as || — oo.

In the following we write for a stepsize 7 > 0 and a sequence e = (e,,)
with e, = (en,;)7; and e, ; in a Hilbert space V

N—-1
n=0

N—1 m

||6Heg(o:N;vm) =T Z Z ||€n,z‘||%/-

n=0 i=1

We denote the numerical solution by ™ = (u,, ;) and the corresponding values
of the exact solution by w = (u(t,+¢;7)), where in both casesn =0,...,N—1
andi=1,...,m.

We have the following error bound for the non-linear problem. Here the
restriction to the two-stage Radau ITA method stems from Lemma 3.2.

Proposition 5.3 Let the non-linear function g be continuous, strictly mono-
tone and have at most cubic growth. Suppose that the solution u to the problem
(5.1)~(5.2) is sufficiently regular.

Consider the time discretisation (5.7) and (5.10) by the two-stage Radau
ITA convolution quadrature method. Then, there is T > 0 such that for stepsizes
0 <7 <7, the error in the boundary values satisfies the bound

||’Y+UT - W’+“||z;(0:N;H1/2(F)2) < CT3> (5.18)
and the error in the exterior domain is bounded by
||uT—u||£5(0:N;H1(Q+)2) < cr/2, (5.19)

The constants C' are independent of T and N with 0 < N7 < T, but depend
onT.



18 L. Banjai and Ch. Lubich

Proof We eliminate ¢ in the system of boundary integral equations (5.5) to
arrive at a boundary integral equation for v,

L(3)Y + g +4'") = 9 u'™, (5.20)
where

L(s) =57} (W(s) = (31 = KT ())V(s) ™ (3 — K(5)) ) = —s'DtN*(s)

with the exterior Dirichlet-to-Neumann operator DtN*(s). It follows from
Propositions 17 and 18 (and their proofs) in [13] that, for Res > o > 0,
there exist C(0) and a(o) > 0 such that

5]

HL(S)”H*U?([’M—HU?(F) <C(o) Res’ (5.21)
Res
Re (¢, L(s)y) > a(o) T2 19132y forall e HY(I),  (5.22)

where (-,-) denotes the anti-duality pairing between H~'/2(I") and H'/?(I").

Thanks to the composition rule, we can do the same for the numerical
discretisation (5.7) and reduce the numerical system to an equation for ",
which is just the convolution quadrature time discretisation of (5.20),

L@OD)YT +g(4p7 + ™) = 9fu™. (5.23)
For the error € = 97 — b with ¢ = ((b(t, + ;7)) we then have the
error equation
L(87)e + g(™ + ™) — g(¢p +4™) = d (5.24)
with the defect
d =L}y — (L0 (tn + 7)) )N

which is the convolution quadrature error for L(9;)y. By Theorem 4.2 and our
assumption of a sufficiently regular ) = T, this is bounded by

ldnll-12r) < Cr3 for 0<nr <T.

Since we can apply the same argument also to spatial derivatives of ¢ (in the
assumed case of a smooth boundary I'), we even have

Hd"||H1/2(F) S OTS.

We test (5.24) with €, multiply with e=27* with & = 1/7T and integrate from
0 to T. With (5.22) and the Runge-Kutta convolution coercivity as given by
Theorem 3.1, and with the strict monotonicity (5.24) we conclude that

N N
ar > e IO nllirary + BT €T lenllL,
n=0 n=0
N ~
<r Z e—20nT <€n7 dn> (525)
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and estimate further
(e ) < lleall oty Ml oty < Dllenllzacr) + lldalit, oy
3 2
We thus find the stability estimate
187) " €llez (0:nv: 1172 (1ry2) + ll€lle (0:viLa(ry?) < Clldlleg 0:n:L0(1)2)-

Since (87) 'e = yTu” — vt u, this proves (5.18).

Let us denote by M(s) = S(s)V~'(s) : HY>(I') — H'(27F) the op-
erator that maps Dirichlet data in H'/ 2(I') to the corresponding solution
@ € HY(2F) of the Helmholtz equation s?4 — A4 = 0. By [19, Equation
(3.10)], this is bounded for Res > ¢ > 0 by

|5|3/2

||M(S)||H1(Q+)<;H1/2(F) S C\'(O')E

We then have

= M — (0t ) )

n=0

T T T 2 N1
= M) (v u” =y w) + (MO))yu— (M@ ulty +em),) ).
By Theorem 4.2 and the bound for M, the last term is bounded by O(7%/2) in
the H*(£2%) norm. The first term is only O(73/2), since we lose a factor 75/2
from the O(7?) error bound for 4" u because of the O(|s|?/?) bound of M (s);
this follows from Lemma 5.2 in [4] and Parseval’s identity. O

In a similar way we obtain the following results for the alternative discreti-
sations (5.8) and (5.9):

(i) In addition to Proposition 5.3, assume that g has bounded second deriva-
tives. With the discretisation (5.8) instead of (5.7), the error bound in the
H'(2%) norm improves to O(7%/2), and the ¢} error in a point # bounded
away from the boundary I is at most O(7).

(i) In addition to Proposition 5.3, assume that g has bounded second and
third derivatives. With the discretisation (5.9) instead of (5.7), the error bound
in the H'(£2%) norm improves to O(73), and the ¢3 error in a point 2 bounded
away from the boundary I is at most O(72).

The proofs of these error bounds are very similar to that of Proposition 5.3,
using in addition a discrete Gronwall inequality at the end of the estimation
of €, and an O(|s|?) bound for the norm of the operator from H'/?(I") — C that
maps Dirichlet data to the solution of the Helmholtz equation s24 — Ad = 0
at a point z € 27 bounded away from I', for s in a right half-plane. Since
our main concern here is to illustrate the use of the convolution coercivity, we
omit the details of these extensions.
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Remark 5.1 If we set L(s) = L(s + o) and U(t) = e=ty(t) for some o > 0,
then the boundary integral equation (5.20) is equivalent to

(L)) (1) + e~ g(e7 (1) + i (1) = e "o u™™(2). (5.26)

By (5.22), we then have the coercivity estimate for L(s) for all Res > 0 (and
not just for Res > o):

Re (0. L(s)0) > a(0) 1o [0y forall ¥ € HYA(T),

By Theorem 3.1, the coercivity estimate for the convolution quadrature ap-
proximation of L(@t)w is then obtained for every algebraically stable Runge-
Kutta method (and not just the two-stage Radau ITA method). Hence, by
discretising the shifted boundary integral equation (5.26) on an interval [0, T
with shift 0 = 1/T, we obtain Runge-Kutta based convolution quadrature
time discretisations of arbitrarily high order of convergence (assuming suf-
ficient regularity of the exact solution). We remark that similar shifts are
familiar in the convergence analysis of space-time Galerkin methods for time-
dependent boundary integral equations [1]. As in that case, numerical experi-
ments indicate that implementing the shift may not be necessary in practical

computations, although this is not backed by theory.

6 Numerical experiments
6.1 Scattering by the unit sphere

In these experiments we let 21 be the exterior of the unit sphere and the trace
of the incident wave u'™¢ on the sphere be space independent. As constant
functions are eigenfunctions of all the integral operators on the sphere [17],
the solution will also be constant in space. The eigenvalue for the combined
operator L(s) in (5.20) is given by

L(s)Y = —s~'DtN*(s)¢) = <1 + i) ¥, (6.1)

for any v constant in space. This operator will reflect well the behaviour of
scattering by a convex obstacle, but not that of a general scatterer. For this
reason we concentrate on the corresponding interior problem with

L (o) =5 DN (0 = (5 1 ) (6.2)

1—e 2

again for 1& constant. Treating both these operators as scalar, complex valued
functions of s, we see that both have a better behaviour than the general
operators, see (5.21) and (5.22). Namely

IL(s)] < C(o),  RelL(s) =1
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Fig. 6.1 Convergence of the error for the two-stage Radau IIA method with the two dif-
ferent non-linear impedance conditions.

and
|[L™(s)] < C(o), Re L™ (s) > a(o).

As the operator L(s) is too simple, in the numerical experiments we only
consider the scalar, non-linear equation

L= (0 + g(v 4+ a") = 0. (6.3)

Even though these operators are of such a simple form, due to the non-
linearity the exact solution is not available. Nevertheless, a highly accurate
solution is not expensive to evaluate and can be used to compute the error in
the ¢5 norm. We have performed the numerical experiments with the following
choices of ¢ and u'™°

g(€) = te+¢€El, g =te+ wno(t) = 271003/

and with final time T" = 6. Note that g; is once continuously differentiable
whereas go is infinitely differentiable. The data 4™ is not causal, but it is
vanishingly small for ¢ < 0 and we have found that this discrepancy has no
significant effect on the results.

In Figure 6.1 we show the convergence of the two-stage Radau ITA convolu-
tion quadrature. As expected, for the smooth non-linear condition we obtain
full order of convergence. The solution and its first derivative are shown in
Figure 6.2. Note that the two solutions have a similar shape, but a closer look
at the derivative in Figure 6.3 reveals that one is smooth and the other only
once continuously differentiable.

For the interior problem, as Re L(s) > 1 the theory also applies to higher
order Radau ITA methods. This is however not the case with L™ (s). We nev-
ertheless perform experiments with the three-stage Radau ITA method and
obtain good results as shown in Figure 6.4.
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t t
Fig. 6.2 We show the solution and its first derivative. On the left is the solution with the
once continuously differentiable impedance g; and on the right with the smooth impedance
g2.
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Fig. 6.4 Convergence of the error for the three-stage Radau ITA method with the two
different non-linear impedances.

6.2 A full non-scalar example

We end the paper with a 2D example that requires the full BEM discretisation
in space. The domain is an L-shape and the incident wave is a plane wave.
Piecewise linear boundary element space is used to approximate the Dirichlet
trace v and piecewise constant boundary element space to approximate the
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t =0.76 t =156
t =196 t =236

Fig. 6.5 Scattering of a plane wave by an L-shaped domain with a non-linear impedance
condition.

Neumann trace ¢ and the time-discretisation is performed using the two-stage
Radau ITA method. The images of the solution are shown in Figure 6.5.
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